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ABSTRACT
Cross-modal hashing has attracted considerable attention due to its
low storage cost and fast retrieval speed. Recently, more and more
sophisticated researches related to this topic are proposed. How-
ever, they seem to be inefficient computationally for several rea-
sons. On one hand, learning coupled hash projections makes the
iterative optimization problem challenging. On the other hand, in-
dividual collective binary codes for each content are also learned
with a high computation complexity. In this paper we describe a
simple yet effective cross-modal hashing approach that can be im-
plemented in just three lines of code. This approach first obtains
the binary codes for one modality via unimodal hashing methods
(e.g., iterative quantization (ITQ)), then applies simple linear re-
gression to project the other modalities into the obtained binary
subspace. Obviously, it is non-iterative and parameter-free, which
makes it more attractive for many real-world applications. We fur-
ther compare our approach with other state-of-the-art methods on
four benchmark datasets (i.e., the Wiki, VOC, LabelMe and NUS-
WIDE datasets). Despite its extraordinary simplicity, our approach
performs remarkably and generally well for these datasets under
different experimental settings (i.e., large-scale, high-dimensional
and multi-label datasets).
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•Information systems→ Top-k retrieval in databases; Novelty
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1. INTRODUCTION
With the fast development of the Internet, multi-modal data posted

on the websites (e.g., Twitter and Facebook) are emerging, which
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makes retrieving heterogeneous content become more and more
significant. Over the last decade, numerous cross-modal retrieval
approaches [2, 31, 9] have been proposed, several unsupervised
methods [10, 11] are also proposed. [15] first proposed a cross-
modal retrieval method based on classification models. [14] further
proposed a cross-modal learning method based pairwise classifica-
tion, and obtained better retrieval performance. Recently owing to
the benefits of lower storage costs and higher query speeds, hash-
ing methods [25, 21, 27, 5] have gained even more popularity over
traditional cross-modal retrieval methods. Since the text (i.e., ar-
ticles, textual descriptions and tags) and image modality are even
common in real-world web applications, we mainly focus on the
text-image cross-modal retrieval in this work.

Cross-modal hashing (CMH) methods aim to map heterogeneous
data into the common low-dimensional hamming space, where sim-
ilarities among both intra- and inter- modalities are preserved. For
semantic-preserving hashing methods, the heterogeneous data shar-
ing the identical labels are required to be close to each other in the
hamming space. The key issue for CMH is how to exploit the re-
lationship of heterogeneous data efficiently for obtaining the hash
projections.

Depending on whether the semantic labels for the observations
are utilized or not, existing CMH methods can be roughly divided
into two categories: supervised [32, 26, 13] and unsupervised [29,
3, 19] methods. Among the unsupervised ones, [8] extended [24]
to the multimodal setting through minimizing the weighted dis-
tance, while [3] utilized collective matrix factorization from dif-
ferent modalities of one instance to obtain the hash functions with
latent factor model. Besides, [29] captured the salient structures of
images and learns latent concepts from texts through using sparse
coding and matrix factorization respectively.

Supervised CMH methods make full use of provided semantic
labels to learn discriminative hash functions via some other crite-
rion like label-similarity preserving [6]. [28] tried to maximize the
semantic correlation and learn the hash functions greedily. [13]
made full use of the semantic similarity matrix to obtain the opti-
mal binary codes for each observation. [1] was proposed to embed
data from different feature space into a common metric space.

Furthermore, CMH methods can be optimized via two solutions,
i.e., iterative and two-step optimization methods. When the former
ones optimize the overall objective function iteratively, the two-
step solutions first obtain an optimal binary code for each pair, then
minimize the objective w.r.t. merely hash functions. Regarding of
the time complexity, the iterative solution needs to optimize the bi-
nary codes and hash functions simultaneously, resulting in a higher
time complexity. The two-step framework seems simple, however,
it takes too much time in finding optimal binary codes for multiple
modalities.
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Intuitively, unimodal hashing consists of two procedures, 1) find-
ing the corresponding holes (binary codes) in hamming space, 2)
solving the parameters of assumed hash functions which map ori-
gin features into known holes. The key issue for two-step CMH
methods is how to obtain the code for each multimodal content ef-
ficiently. Here we propose a novel strategy double alignment based
hashing (DASH) for the trivial two-step framework. The code gen-
erated by one single modality is reused for the other modality. In
that way, we avoid the huge time-complexity and pass the seman-
tic information from generated codes instead of explicit seman-
tic labels, which proves effective for cross-modal learning. Ex-
tensive experimental results under large-scale, high-dimensional,
multi-label settings are shown in the experiment section to validate
the effectiveness and efficiency of our DASH method.

2. CORRELATION ALIGNMENT CROSS-
MODAL HASHING

In this section, we first introduce some preliminary knowledge
such as notations, terms and definition of hash function. Then we
provide some motivations behind our proposed DASH and imple-
mentation details. Without loss of generality, we consider bimodal
case (i.e., image-tag or image-text) for each instance, which is easy
to present and understand.

2.1 Notations and Problem Definition
Supposing that we have n observations described in two modal-

ities X(m) ∈ Rdm×n, x(m)
i denotes the i-th observation in the

m-th modality, and dm is the dimensionality of the m-th modal-
ity. Moreover, we also have semantic labels yi ∈ {0, 1}k for each
observation xi = [x

(1)
i , x

(2)
i ], i ∈ [1, n], where k is the amount

of semantic categories, and yi,j = 1 denotes that the i-th observa-
tion belongs to the j-th category. Note that each observation is not
limited to one semantic category (e.g., on multi-label datasets).

For each matrix M ∈ Rn×m, its i-th row, j-th column are de-
noted by mi, mj respectively, and Mi,j lies in the i-th row and
j-th column. The Frobenius norm of any matrix M is defined as
||M||F =

√∑n
i=1 ||mi||22, and the trace of the square matrixM is

defined as Tr(M) =
∑

i Mi,i. Moreover, MT denotes the trans-
pose of a vector or matrix M .

The goal of CMH is to learn two hash functions {fm(·)}2m=1

for each modality. The functions fm(·) are further defined as be-
low: fm(x

(m)
i ) = sgn(WT

mx
(m)
i ), sgn(·) denotes the element-

wise sign function, and Wm ∈ Rdm×c is the learned projection
matrix, where c is the length of binary codes. Without loss of gen-
erality, we assume that the data points are all zero-centered, i.e.,∑n

i=1 x
(1)
i = 0,

∑n
i=1 x

(2)
i = 0.

2.2 Motivation and Framework
Recently, SePH [13] exploits Kullback-Leibler divergence with

the semantic label similarities matrix to seek optimal binary codes
for multiple observations, then applies logistic regression to obtain
corresponding hash projections. This method resembles the frame-
work of two-step unimodal hashing in [12], which also first learns
the optimal binary code via semantic or locality preserving crite-
rion, followed by learning hash functions via boosting tree or other
various classifiers. However, both of them suffer from large com-
putational complexity during the first stage, which are not flexible
for large-scale data hashing.

ITQ [4] proposes a classic iterative quantization method to gen-
erate binary codes, which enjoys a linear time complexity O(n)
in training data size n and achieves promising retrieval results at
the same time. Inspired by the success achieved by the co-training

strategy [30, 23], we attempt to directly utilize the binary codes
generated by such fast unimodal hashing methods, and apply them
to the other embedded modality to discover the optimal hash func-
tion. In this way, we can avoid the huge time complexity brought
by seeking optimal binary codes and hash projections simultane-
ously. Besides, benefiting from the semantic embedding such as
Canonical Correlation Analysis (CCA), we still preserve the se-
mantic similarities in the hamming space. The overview of our
proposed DASH is shown in Figure 1, and we summarize the algo-
rithm in Algorithm 1.

Figure 1: Overview of the proposed DASH, circles denote the
text modality while squares denote the image modality. Red
and green indicates two semantic categories, ‘monkey’ and
‘cat’, respectively. Our DASH follows unidirectional path ‘a-
b-c’ while traditional two-step methods go along with the path
‘a-d-e’ and iterative methods follows the cycled path ‘a-(d-e)n’.
(Best viewed in colors).

2.3 Relationship to Iterative View-specific
CMH Methods

Most previous view-specific works on CMH try to obtain the bi-
nary codesBm ∈ {+1,−1}c×n and hash functionWm ∈ Rdm×c,
m = 1, 2 in a unified framework as is shown below:

min
W1,W2,B1,B2

L = ‖B1 −WT
1 X

(1)‖2F + ‖B2 −WT
2 X

(2)‖2F

+ αΩ(Y,B1, B2) + βΦ(W1,W2),
(1)

where Ω(Y,B1, B2) = ‖B1 −B2‖2F is an ordinary alignment set-
ting to keep codes close to each other. Note that ‖B1−B2‖2F equals
to −2tr(BT

1 B2) + const due to the hard discrete constraints.
GivenB1 andW1 from last iteration, we minimize the following

term versus B2 and W2 (here Φ(W1,W2) = γ
∑

i ‖Wi‖2F ),

min
B2,W2

‖B2 −WT
2 X

(2)‖2F − 2αtr(BT
1 B2) + γ‖W2‖2F . (2)

Then the optimal W2 is explicitly given by following term,

arg min
W2

‖B2 −WT
2 X

(2)‖2F = (X(2)X(2)T + γI)−1X(2)BT
2 .

(3)
The term of miminizing B2 is given below,

min
B2

‖B2 −WT
2 X

(2)‖2F − 2αtr(BT
1 B2)

= −2tr((WT
2 X

(2) + αB1)TB2) + const.
(4)

When the trade-off parameter α becomes larger, the optimal code
B2 apparently equals to B1. This result also corresponds with our
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DASH, because the feedback from B2 to B1 is ignored due to the
equivalence. Hence, we propose a rather simple approach to deal
with cross-modal hashing problem. Note that γ is fixed to 1e−3,
resulting in our DASH being a parameters-free method.

Algorithm 1 Double Alignment baSed Hashing (DASH)

Input: Data matrices X(m) ∈ Rdm×n, m = 1, 2, semantic label
matrix Y ∈ Rk×n and hash code length c.
Output: Hash projection matrices Wm ∈ Rdm×c , m = 1, 2.
Procedure:

1. Obtain X̂(1) and X̂(2) via CCA with Y ;
2. Solve B and W1 with X̂(1) via ITQ;
3. Compute W2 with Eqn. 3.

2.4 Computation Complexity Analysis
During the training procedure, CCA semantic embedding of each

modality occupy O(d31 + d32 + ncd1 + ncd2) due to the general-
ized eigenvalue decomposition problem, and ITQ occupiesO(c3 +
ncd1), where c is the code length. Besides, least-square linear re-
gression occupies O(nd22c). As a result, the overall time complex-
ity is O(nd2 + d3), where d is the dimension of longer original
features. It is linear with the training data size, guaranteeing that
our DASH is suitable for large-scale datasets.

3. EXPERIMENTS
We compared our DASH with other start-of-the-art cross-modal

hashing algorithms on four commonly used datasets: Wiki, La-
belMe, VOC and NUS-WIDE. To compare the general retrieval
performance on various settings, we extend these four basic datasets
to seven different detailed datasets shown in Table 1.

3.1 Experimental Setting

3.1.1 Datasets
The Wiki dataset consists of 2,866 items which were collected

from ‘Wikipedia’ and classified into 10 semantic categories. We
adopt the same setting as [2]. The Wiki++ extends the Wiki dataset
with deep image features and high-dimensional text feature as [22].

The LabelMe dataset [17] consists of 2,686 fully annotated out-
door images from 8 scene categories. For the text modality, we gen-
erate the object account vector via the LabelMe toolbox the same
as [11]. It is randomly split into training/testing set as 3:1.

The VOC_full dataset consists of 9,963 image-tag pairs classi-
fied as 20 different classes [7]. We choose images associated with
only one object as [18] and obtain the VOC dataset. The CNN
image features are extracted via Caffe1 of the VOC_full dataset,
denoted as VOC_full+.

The NUS-WIDE dataset [13, 3] is composed of 186,577 anno-
tated web images associated with corresponding tags. Here we
choose 1% of image-text pairs coming from the largest 10 classes
randomly as our testing data, and the rest as training data.

3.1.2 Baseline Methods
Unsupervised methods: CVH [8], CMFH [3], PDH [16] and

LSSH [29]; Supervised ones, SePH [13], IMH [20], CMSSH [1]
and SCM [28]. For fair comparisons, all training instances are uti-
lized for IMH and linear regression hash functions are adopted for
SePH. All the source codes are kindly provided by the authors.

The methods of obtaining B with image and text are abbrevi-
ated as DASH_i and DASH_t, respectively. The definitions of

1http://caffe.berkeleyvision.org/.

Table 1: Statistics of several benchmark datasets (For label∗, s
denotes single-label, and m denotes multi-label).

Dataset # training / testing # image / text # categories labels∗

Wiki 2,173 / 693 128 / 10 10 s
Wiki++ 2,173 / 693 4,096 / 5,000 10 s
LabelMe 2,014 / 672 512 / 470 8 s
VOC 2,808 / 2,841 512 / 399 20 s
VOC_full 5,011 / 4,952 512 / 399 20 m
VOC_full+ 5,011 / 4,952 4,096 / 399 20 m
NUS-WIDE 184,671 / 1,906 500 / 1,000 10 m

SCM_Orth and SCM_Seq are the same as [28]. We regard two
items as true neighbors if they share one same class at least. In or-
der to eliminate the effects of random initialization, all the results
are averaged over 5 runs.

3.1.3 Evaluation Scheme
Performance of all the methods are measured with the mean

average precision (MAP) that is widely used for retrieval meth-
ods and normalized discounted cumulative gain (NDCG), which is
widely used for single-label and multi-label retrieval methods, re-
spectively.

3.2 Experimental Results

3.2.1 Results for the Single-label Datasets

Table 2: MAP@100 result on three single-label datasets for dif-
ferent tasks. The best values are shown in boldface.

Image query Wiki LabelMe VOC
# of bits 16 24 32 16 24 32 16 24 32

CMSSH 23.1 18.9 17.3 53.1 55.4 57.9 22.5 20.3 24.1
CVH 21.3 20.3 19.6 33.2 32.8 31.5 19.8 19.0 18.9
IMH 20.4 19.2 18.5 41.5 38.4 31.5 27.4 24.6 22.9
PDH 21.6 20.5 22.6 50.6 51.3 54.7 20.0 20.3 20.0

CMFH 25.9 27.6 28.1 36.8 42.3 24.0 29.5 31.0 30.3
SCM_Orth 19.8 19.4 17.3 47.3 48.0 46.9 23.4 20.9 20.3
SCM_Seq 27.7 27.4 27.6 64.2 65.0 66.7 34.7 38.2 37.9

SePH 28.2 30.9 31.1 65.6 65.3 70.1 38.5 43.6 46.3
DASH_i 24.4 24.1 24.0 49.4 41.9 40.3 34.0 28.2 24.4
DASH_t 28.9 30.5 31.1 67.7 68.6 69.2 45.0 49.2 52.1

Text query Wiki LabelMe VOC
# of bits 16 24 32 16 24 32 16 24 32
CMSSH 22.3 22.5 19.2 53.7 57.6 57.7 26.9 27.2 27.6

CVH 19.7 19.4 18.3 34.7 34.2 33.3 20.3 19.5 19.3
IMH 21.2 19.5 18.4 43.1 39.5 36.6 27.9 24.9 23.0
PDH 19.4 18.2 19.4 50.7 51.7 53.0 19.1 18.9 19.2

CMFH 26.5 28.6 29.5 36.7 43.3 24.6 28.2 30.8 28.8
SCM_Orth 19.7 19.4 16.4 36.0 36.7 29.9 21.9 19.6 18.0
SCM_Seq 27.6 27.6 28.4 69.8 69.9 72.0 31.0 34.0 34.2

SePH 27.4 28.6 31.1 73.2 74.2 77.8 34.3 39.1 39.0
DASH_i 24.9 25.8 25.4 57.4 50.4 51.6 37.7 30.4 29.9
DASH_t 27.8 29.6 29.5 74.7 74.3 74.5 38.1 39.2 39.8

We compare DASH with other methods on three single-label
datasets – Wiki, LabelMe and VOC. From Table 2, we can find
that DASH_t and SePH achieve the best performances on all three
datasets. Especially for the VOC dataset, our DASH outperforms
the second best SePH at every bit.

3.2.2 Results for the High-dimensional Datasets
We evaluate DASH and other methods on two high dimensional

datasets, Wiki++ and VOC_full+. From Table 3, we can summa-
rize that DASH achieves the best MAP in all cases, especially on
VOC_full+, its MAP value achieves nearly 90%. Compared with
the second best method on Wiki++, the maximum gains of DASH_t
reaches 14.2% for image query and 13.1% for text query. Note that
DASH_i and DASH_t have similar performance. That is because
the image is represented by 4,096 CNN features, which have rich
semantic information.
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Table 3: MAP@100 result on two high-dimensional datasets for
different tasks. The best values are shown in boldface.

Image query Wiki++ VOC_full+
# of bits 16 24 32 16 24 32
CMSSH 31.1 29.3 29.7 70.4 73.7 73.8

CVH 14.3 14.3 14.3 74.2 72.4 66.7
IMH 28.6 28.4 27.7 68.5 65.2 63.7

CMFH 25.6 26.9 27.0 47.3 48.6 47.8
SCM_Orth 25.8 24.2 21.0 67.2 65.4 63.8
SCM_Seq 37.2 40.1 40.1 77.3 80.2 81.8

SePH 33.6 36.5 37.0 82.8 84.8 87.3
DASH_i 39.7 38.5 38.2 84.9 88.1 88.1
DASH_t 42.5 41.7 41.6 84.9 88.9 89.2

Text query Wiki++ VOC_full+
# of bits 16 24 32 16 24 32
CMSSH 37.0 31.2 32.4 70.4 77.1 79.2

CVH 15.0 14.7 14.3 80.5 75.9 65.6
IMH 28.9 29.0 28.0 71.1 66.2 61.3

CMFH 25.6 26.8 26.9 46.0 49.2 49.7
SCM_Orth 26.8 24.8 21.9 71.4 64.1 57.3
SCM_Seq 40.5 43.3 42.7 76.7 80.0 81.1

SePH 42.7 44.4 45.9 83.6 86.5 88.5
DASH_i 46.2 44.8 45.4 91.8 93.1 92.8
DASH_t 48.3 47.8 47.5 88.8 93.6 94.2

3.2.3 Results for the Large-scale Datasets

Table 4: Result on large-scale dataset (NUS-WIDE) for differ-
ent tasks. The best values are shown in boldface.

Image query MAP@100 NDCG@10
# of bits 16 24 32 16 24 32
CMSSH 52.6 51.2 50.6 34.2 33.2 32.0

CVH 49.3 48.1 46.7 32.2 31.5 30.1
IMH 45.8 45.4 43.9 28.8 28.4 27.2
PDH 52.7 53.5 54.5 31.6 32.3 33.1

CMFH 41.2 40.7 42.7 23.9 23.8 25.6
SCM_Orth 49.8 47.7 47.9 32.6 31.1 31.4
SCM_Seq 60.5 61.1 62.6 40.3 40.1 42.0

SePH 55.0 56.7 56.0 35.1 35.7 36.1
DASH_i 55.7 55.3 55.9 34.4 33.7 34.5
DASH_t 60.3 57.9 59.1 41.1 40.8 41.6

Text query MAP@100 NDCG@10
# of bits 16 24 32 16 24 32
CMSSH 50.1 49.1 48.8 35.2 28.9 30.1

CVH 49.5 48.2 46.8 33.6 32.4 31.0
IMH 45.5 45.3 44.0 29.1 28.9 28.1
PDH 52.7 51.3 51.5 31.6 32.1 30.4

CMFH 41.2 41.8 42.7 24.3 26.2 27.1
SCM_Orth 49.1 45.4 47.3 30.9 28.8 27.9
SCM_Seq 58.2 60.6 61.4 36.8 38.7 40.8

SePH 57.5 58.6 57.2 38.5 36.8 37.5
DASH_i 61.9 63.8 63.4 44.0 47.4 45.8
DASH_t 58.4 57.3 56.6 38.9 37.6 37.2

From Table 4, we can easily find that our DASH performs best
for text query. For image query, the MAP values of SCM are higher
than that of DASH, while the NDCG values of SCM are smaller,
which illustrates that DASH_t achieve better results with slight re-
trieval instances.

3.2.4 Results for the Multi-label Datasets
Cross-modal methods are evaluated on two multi-label datasets

– NUS_WIDE and VOC_full. It is shown in Table 4 and Table 5
that DASH, SCM_Seq and SePH always perform better than other
methods. In more than half of the cases, DASH achieves the best
performance, especially in NUS_WIDE for text query.

Table 5: Result on multi-label dataset (VOC_full) for different
tasks. The best values are shown in boldface.

Image query MAP@100 NDCG@10
# of bits 16 24 32 16 24 32
CMSSH 55.0 55.0 54.7 23.0 26.5 30.0

CVH 51.1 50.1 49.8 25.0 24.0 22.9
IMH 53.2 48.5 48.8 26.5 23.6 22.7
PDH 40.8 36.8 39.0 19.6 16.9 17.4

CMFH 50.5 52.6 52.6 25.1 25.9 26.0
SCM_Orth 51.2 49.3 49.4 24.5 23.4 23.4
SCM_Seq 56.1 60.1 61.3 27.8 30.4 30.6

SePH 57.2 58.9 66.0 25.8 26.7 27.3
DASH_i 55.8 54.1 54.4 28.4 27.4 26.7
DASH_t 57.2 65.1 65.3 28.3 30.1 29.7

Text query MAP@100 NDCG@10
# of bits 16 24 32 16 24 32
CMSSH 36.4 40.0 40.4 19.1 25.0 24.7

CVH 43.5 41.9 37.4 31.6 30.8 23.3
IMH 45.7 39.9 40.3 30.4 24.7 26.6
PDH 34.0 33.8 34.1 17.0 17.5 17.1

CMFH 41.6 44.3 43.3 26.7 31.2 28.5
SCM_Orth 42.5 38.6 35.1 29.9 25.1 21.8
SCM_Seq 47.7 50.5 52.2 32.5 32.9 36.5

SePH 50.2 52.8 53.2 35.7 38.0 37.6
DASH_i 52.1 48.1 46.3 41.4 35.8 33.0
DASH_t 51.4 53.1 51.8 40.4 42.2 40.2

3.2.5 Training Time
Table 6 shows the training time of the supervised hashing meth-

ods on three challenging datasets. Generally, CMSSH, SCM_Orth
and DASH cost relatively less time, and DASH always performs
better than the other two methods. Generally, the retrieval perfor-
mance of SePH always follows SCM_seq and DASH in above ta-
bles. However, SePH is not applicable for the large-scale datasets.
Even SePH randomly chooses 5,000 data as training set, the train-
ing time of SePH is still huge. By contrast, SCM has a strong abil-
ity to adapt to large-scale data, but it needs large training time cost
in terms of processing high-dimensional data. For the VOC_full+
dataset, the training time of SePH and SCM is 100 times more than
DASH. Moreover, the training time of SCM_seq is linear with the
length of hash bits. Generally, our DASH is applicable for high-
dimensional, large-scale datasets, and achieves the best or compet-
itive cross-modal retrieval performance.

Table 6: Training time (in seconds) of supervised hashing meth-
ods on three datasets.

datasets NUS-WIDE VOC_full+ Wiki++
# of bits 16 32 16 32 16 32
CMSSH 8 8 17 15 18 13

IMH 64 64 121 113 17 11
SCM_Orth 2 2 90 105 12 13
SCM_Seq 10 14 1,489 2,909 318 863

SePH 2,378 2,647 1,858 1,900 759 861
DASH_i 12 14 16 16 6 6
DASH_t 12 13 16 16 6 6

4. CONCLUSION
In this paper, we propose a simple yet effective approach named

DASH for cross-modal hashing. This non-iterative and parameter-
free DASH method is frustratingly easy to implement in three code
lines. Extensive experimental results illustrate the advantages of
our DASH over other existing state-of-the-art methods, which fur-
ther confirms that DASH is flexible to various settings, including
high-dimensional, large-scale and multi-label datasets.
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