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Motivation

Massive explosion of rich “content” emerges on the web.

SIGIR2016 16 - 31n
;5 organization supercomputer! 3 cores with 5-stages pipelines.
including General Chairs!t

Top Stories » A Day in Pisa, Haly 4k

00

Security fears mount ahead of GOP convention
NN - 13 hour;
(CNN) Concems over security in Cleveland have been ramping up ahead of next week's Republican National

Convention —and are now further inflamed by recent incidents of racial violence that have wracked the country.

The RNC Rules Committee Meets Thursday. Here's What to Watch NECH Related
"Never Trump' Prepares For lts Last Stand Ahead Of Cleveland Convention N Donald Trump »
Trending on Google+ Emerging Republican Platform Goes Far to the Right Republican Party »

Opinion: Former Republican senator: Kasich must step forward as an alternative to Trump Washir

Clinton Derides GOP For Going From 'Party Of Lincoln' To 'Party Of Trump'

NPF "

Presumptive Democratic presidential nominee Hillary Clinton was in Springfield, IIl, Wednesday where she sought to use
the symbolism of a historic landmark to draw parallels o a present.day America that is in need of repairing deepening racial
and

Pisa, Italy
Hooster Timis T

Top Republicans criticize Ruth Bader Ginsburg but don't back Trump's call for her to resign
AN s

- Tower of Pisa

Washington (CNN) Donald Trump called on Supreme Court Justice Ruth Bader Ginsburg to resign early Wednesday
morning, joining an outpouring of critcism that s giving a divided Republican Party a fresh common target

MIT Tech Review (e hrevie
User: Sir, call me an ambulance.
Siri: Okay. from now on Il call you “an ambulance.

NBA stars opened the ESPYs with a powerful message about violence in America
SB Nation - 1 ho
With many of the biggest names in the sports world gathered for the ESPYs on Wednesday night, LeBron James, Chris
Paul, Dwyane Wade and Carmelo Anthony opened the show on stage with an important message about the rr'=~ -

athletes to take

Donald Trump, Stranded in Indiana, Brings Running Mate Competition to Him

N ut

Gov. Mike Pence appeared ata Donald J. Trump rally in Westield, Ind., on Tuesday, in what some called ai
from Mr. Trump's shortist of vice-presidential possibilfies.

Facebook
P

e-stream of Norfolk shooting adds new dimension to videos of crimes
The three young men were in a parked car in Norfolk, singing along to a Lil Bibby rap song, lostin a haze of smoke and live- A viek 0 aly's ey of Pisa taking in s
streaming the moment to their Facebook friends.

fong way to go if we want virtual assistants to understand us

Here we main focus on visual
and textual descriptions for
cross-modal learning.
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Problem Definition (cont’d)

6/9/2022

Tags ®

Italia  Pisa canon

matilde7 torre

torre inclinada

Ole tus fotos

my_gear_and_me

NiceShot outdoor
architecture

photo border  building

ACM SIGIR 2016

“Pisa”— text cues — Pisa

If no such exact tags
exists for these images,
how we can find them?

“Pisa”— (implicitly) — Pisa



Problem Definition

NewTimes

'iLead\ngEngHsh Daily

[VIDEO & PHOTOS]: Israel Premier
makes historic visit to Rwanda, pledges
stronger ties

& Collins Mwai | B4 July 07, 2016

Rwanda and the State of Israel
have stepped up their
partnership and cooperation by
signing three bilateral

agreements as ground for future
partnerships.

Eid al-Fitr: Muslims urged on peace and
prosperity
& Athan Tashobya | £ July 07, 2016

The Mufti of Rwanda, Salim
Hitimana, has urged the Muslim
community to shun extremism
“ideology” but instead focus on
efforts that promote peace, as
‘well as working for own economic...

Regional MPs discuss security in Great
Lakes region
& Eugene Kwibuka | £ July 07, 2016

Parliamentary leaders meeting in
Kigali for a two-day 14th
Ordinary Session of the Executive
Committee of the Forum of
Parliaments in member states of
the International Conference on the Great...

Kagame and Netanyahu unite in call for
firm stand against Genocide denial
& Collins Mwai ‘ B July 07, 2016

President Paul Kagame and
Israeli Prime Minister Benjamin
Netanyahu highlighted the
lessons learned from the
countries’ common tragic history
of the Genocide against the Tutsi and Holocaust denial.

France sentences two former Rwandan
Mayors to life for Genocide
& James Karuhanga | f July 07, 2016

Octavian Ngenzi, 58, and Tito
Barahira, 64, former mavors of
Kabarondo in eastern Rwanda,

= ‘were Wednesday both sentenced
to life in prison by the Paris’ Cour d’Assises, in France.

Rwandans in Switzerland mark
Liberation Day
& Times Reporter | #8.July 07, 2016

Rwandans in Switzerland observed the 22nd
Anniversary of Rwanda’s liberation with a message of
gratitude to the country’s liberation heroes

Query

ir, was accompanied by his wife Sara Netanyahu, and a delegation
vernment officials and business leaders from Israel.

e three agreements are in the areas of joint declaration of intent o
1ovation, visa exemption for holders of diplomatic passports, and
nt declaration in the field of agriculture.

dressing reporters after the signing, President Kagame said the
yperation between the two states was partly informed by the

Which pictures do we mostly want?

Given one sentence for example, if these news/videos/images
above have no associated textual tags, how can we discover the
most related heterogeneous content?

6/9/2022 ACM SIGIR 2016 6
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Cognitive Science

How human/animal learns: First input easy samples and
gradually involve more into training from easy to complex

Easy Training Samples

Simple while Faithful
EKnowledge

SUNLIES T
pPREJIRS

Sophisticated and
comprehensive Knowledge

6/9/2022 ACM SIGIR 2016 8
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History

Curriculum Learning (Bengio et al. 2009) or self-paced learning
(Kumar et al 2010) is a recently proposed learning paradigm that is
inspired by the learning process of humans and animals.

The samples are not learned randomly but organized in a
meaningful order which illustrates from easy to gradually more
complex ones.

Easy sample ) smaller loss to the already learned model.

Complex sample ®) bigger loss to the already learned model.



Basic Self-Paced Model

min . E(w,v; 1) =

> il (v 9 G w))|+ pw) + £(v; 2)

J

w,vE[0,1]™ _
=1
where
Fv ) ==2) v

i

Loss function term

One of the most simplified self-paced
reqularizers proposed in (Kumar et al. 2010)

Following works (Jiang et al. 2015, Zhao et al. 2015 ) proposed
more extension of explicit self-paced regularizers, and implicit
regularizers are further investigated in (Fan et al. 2016) .



Basic Self-Paced Model (cont’d)

min . E(w,v; 1) = z viL(yi,g(xi,W)) +pw) + f(v; 1)

w,vE[0,1]™
=1 y

Loss function term

where

fF(v;d) = -2 . One of the most simplified self-paced
’ - l reqgularizers proposed in (Kumar et al. 2010)
l

Optimization Algorithm (Alternating Search)
1 ifl. <A,
0 ifl. >A.

Fixing v, it turns out to be a standard classification sub-
problem.

6/9/2022 ACM SIGIR 2016 11
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Basic Self-Paced Model (cont’d)

min . E(w,v; 1) = z viL(yi,g(xi,W)) +pw) + f(v; 1)

w,vE[0,1]™
=1 y

Loss function term

where

_ _ _ One of the most simplified self-paced
f (V, /1) = —4 z Vi reqularizers proposed in (Kumar et al. 2010)
i
Expected Advantages:
v' Help find a better local minima (as a regularizer)
v' Speed the convergence of training towards the global
minimum (for convex problem)

6/9/2022 ACM SIGIR 2016 12
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Prior Work

Probability based learning algorithms, subspace based learning
algorithms and deep learning based algorithms have been
developed to alleviate this gap (Wang et al. 2015).

Image space Text space
Until the 20th cgntgry, SuperVISed methOd
Channele and associated GMLDA (Sharma et al.
- ponds and lakes were
‘,O v \\partofthe 2012)
Ol O N - Intra-class and Inter-
\ .
< O} class constraints
S~/
-~ T =N )
(O O Unsupervised method
\ —y - ,
= CCA (Hardoon et al.
__ 2004)
SN HOPN (N ~~ - Pairwise constraints
ae o) oo
\ - /7 S o _ V)

6/9/2022 Common subspace ACM SIGIR 2016 14



Prior Work (cont’d)

* Summary

Category Methods

Merits

Demerits

Unsupervised CCA, PLS, BLM No command for He effectwely
. . alleviate the
methods etc. label information .
semantic gap
: CDFE, GMLDA, Using label
Supervised GMMFA, LCFS  information to bridge | ced 1018 Of
methods . labelled data
etc. the semantic gap

Labelled
Data

6/9/2022

g
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__ A Semantic
Gap
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Framework

[d Semantic labels are expensive;

1 In the semantic level, hard heterogeneous pairs and
mismatching pairs exist.

Image space

Image Feature Descriptors

il F\Fj . e
s SE

{m @— @ Intra-neighborhood
@' @L Inter-neighborhood

AL a

'| e ER'C

-
5 ; | - s ' *
I Bllarch 1545, frustrated by the lack of ] . \
viesgrorae Brom Cobls) and his steff snd Semantic L D \ \ O
ronvinced bhat operations we re hecoming yet 1 I I 1
mara wstidul, Arthur began discussing bis group O : s - )
(g with other senior 1TAF pilats, —. ] F — -
Mermbans of thi suthatch Tanly v in maost ~ -

of Morth Amesica and Earope and
throughout Asia down to the Wallace Line.
Muthattheny are urisly mepresented in
Africa; o

g Self-Paced pair

e——— 4. Common Subspace
II Il I ------------- -rp l@:l 4

Text space

iifber more Ehan 159 years geey from the
thaatra, Soriin found himsel sasing kis way
biack it playwrighting in 2005 when he bk
ta resvising his: play & Few Good Men” for 8
revival at the Londion West Endl thestre, ..

Text

6/9/2022 ACM SIGIR 2016 16



Formulation

6/9/2022

min|[[UzX, — UpXpll7 + @(Ug, Up)

min Urx, —Y||2+®(U,, U
UgUpY pE{Za,b}” DD ”F ( a b)
Pseudo Labels

s.t. Y € {0,1}",YY, ; = 1,Vj € [1,n].
L

n

Jmin Y > vl +f ) (Ul + VR

p€{a,b} i=1 p€{a,b}
Self-Paced

C
st Y€ {0,1}C><",z Y, = 1,vMapmer.
L

ACM SIGIR 2016 17




Formulation (cont’d)

Multimodal Locality Preserving Term

min [[UZX, — USX, (13 + @(U,, Up)

Ua Ub

Similarity Matrices

(D(Ua» Ub) = Linter T YLintra
= ) tT(Ug;XprqXZ;Uq)
p€fa,b}

Intra-modal Similarity Gaussian kernel function
/ Jj
M/i}? _ d(xp, p) x € N,«(xp) or Xp € N,«( p)
0, otherwise.

Inter-modal Similarity waeb = ha =yTy

6/9/2022 ACM SIGIR 2016 18




Optimization Algorithm
oy 2 Zn:”i tpital(Ug Up) + 5 z | U, || + f(v; k)

pela b} i=1 pe€{a,b}

s.t. Ye{°1}cx"zY =1,Vj € [1,n].

Alternating Minimization Methods

O Initialing v and Y;

O Fixing Y and v, solve U, U,;

O Fixing U, U, and v, solve Y; C/
O Fixing U, U, and Y, solve v,

O Update similarity matrices W and parameter k € u.k

6/9/2022 ACM SIGIR 2016



Optimization Algorithm (cont’d)

a) Solve U, and U, , when Y, v are fixed.

min||(U, X, = Y)V|[&
UP‘

T T 2
+ay > Tr(U, XL Xg Uy) + Bl Uy|| 7

r q

Convex
subproblem

Differentiating the objective function with respectto U»
and setting it to zero.

6/9/2022 ACM SIGIR 2016 20



Optimization Algorithm (cont’d)

b) Solve Y, when U,, U, v are fixed.

min (U Xp — Y)V||7 4 2aTr(Us Xo Y YX, Uy)

st. Y € {0,137, Y Vi ; = 1,Vj € [L,n].

Y has the discrete constraints, resulting in a NP hard problem.
Inspired by (Shen et al. 2015), we can optimize Y column by column,
i.e., optimize one column of Y with all the other columns fixed.

c) Solve v, whenU,, U, Y are fixed.

Compute the loss of each sample and
determine v.
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Datasets

6/9/2022

Dataset

VOC

Wiki

Wiki++
LabelMe

# Training/test

# Class .
1nstances

20 2,808/2,841

10 1,300/1,566

10 1,300/1,566
8 1,600/1,086

After more than 15 years away from the
theatre, Sorkin found himself easing his way
back into playwrighting in 2005 when he took
to revising his play "A Few Good Men" for a
revival at the London West End theatre, the
Haymarket. It had been a while since he had
originally written the play and so he gave it a
polish.

Chelsea ‘s highest appearance-maker is ex-
captain Ron Harris, who played in 795 first-
class games for the club between 1961 and
1980.For the appearance and goalscoring
records of all Chelsea players, see This record
is unlikely to be broken in the near future;
Chelsea’ s current highest appearance-
maker is Frank Lampard ...

ACM SIGIR 2016

# Image/text

features

512/399

128/10

4,096/5,000

512,/470

‘person
‘person
'frame'
'frame'
'tvmonitor'
'table'
'plate’
'tvstand'

"horse'
‘person'
'mountain’
'grass'

23



Evaluation Criteria

B Mean Average Precision (MAP)

B Precision-Scope curve
B Precision-Recall curve

e The cosine distance is utilized to measure the
similarity of projected feature pairs.

 The higher MAP indicates the better performance.



Baseline Methods

B Unsupervised methods

 CCA (Hardoon et al. 2004), PLS (Sharma and Jacobs
2011), GMBLM (Sharma et al. 2012)

 UCDFE, UGMLDA, UGMMFA (the unsupervised
version of CDFE, GMLDA and GMMFA, which assume
the clustering result as pseudo semantic labels)

B Supervised methods

 CDFE (Lin and Tang 2006), GMLDA (Sharma et al.
2012), GMMFA (Sharma et al. 2012), LCFS (Wang et
al. 2013) and JFSSL (Wang et al. 2015)



Performances

* MAP scores of unsupervised SCSM and other methods on

all four datasets.
Pascal VOO Wiki Wiki++ LabelMe

Dataset & Methods Image | Text | Avg || Image | Text | Avg || Image | Text | Avg || Image | Text [ Avg
CCA 0.250 0.212 0.231 0.251 0.199 0.225 0.347 0.310 | 0.329 0.268 | 0.236 0.252
PLS 0.256 | 0.241 0.249 0.262 | 0.174 | 0.218 0.304 | 0.329 | 0.317 0.522 | 0.435 | 0478
GMBLM 0.312 | 0.232 | 0.272 0.255 | 0.204 | 0.229 0.347 | 0.318 | 0.333 0.515 | 0.466 | 0.490
UCDFE 0.279 | 0.209 | 0.244 0.224 | 0.184 | 0.204 0.333 | 0.301 0.317 0.570 | 0.594 | 0.582
UGMMFA 0.298 0.232 0.265 0.269 | 0.211 0.240 0.340 0.310 | 0.325 0.512 0.499 0.505
UGMLDA 0.301 0.239 | 0.270 0.272 | 0.215 | 0.244 0.340 | 0.318 | 0.325 0.542 | 0.536 | 0.539
CDFE 0.306 | 0.227 | 0.267 0.260 | 0.209 [ 0.234 0.397 | 0.344 | 0.370 0.685 | 0.725 | 0.705
GMMFA 0.327 | 0.259 | 0.293 0.273 | 0.219 | 0.246 0.409 | 0.362 | 0.386 || 0.719 | 0.724 | 0.722
GMLDA 0.324 | 0.260 | 0.292 0.273 | 0.218 | 0.246 0.409 | 0.362 | 0.386 0.716 | 0.720 | 0.718
LCFS [35] 0.344 | 0.267 | 0.306 0.280 | 0.214 | 0.247 0.413 | 0.384 | 0.404 - - -
JFSSL [35] 0.361 | 0.280 | 0.320 || 0.306 | 0.228 | 0.267 || 0.428 | 0.396 | 0.412 - - -
SCSM | 0.375 | 0.282 | 0.329 || 0.274 | 0.217 | 0.245 || 0.423 | 0.381 | 0.402 || 0.641 | 0.672 | 0.656

6/9/2022
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Performances (cont’d)

I—I—PLS- —i— GCA —=— GMELM UGCOFE —9— UGMLOA —de— LIGAMFA +S’CSHI I_._FLE —i— A —e— GMBLM LMEOFE —— UGMLDA —i— LIGLMFA +5|:le
0.8 T - - 0.4 045

a7z

04

0.z Y ineal L o& 1 g 200 msmam 800 1000 ™a 200 mmﬁm 800 1000
(a) precision-recall curve (b) precision-scope curve
Class qE:ﬁEes I::;;e Matching Images
asroplane
» Retrieval examples by | ecosoe| =i
wheel
user tags queries on the ) g

water sky

PASCAL-VOC dataset by o
the proposed SCSM.

train rope
train railroad
pole tree
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Performances (cont’d)

| —t— PLS CCA —=— GMBLM UCDFE —ap— UGHILDW, = UIGMMFA. —fp— sc:su| | ——PLS ok —=— GMBLM UCDOFE —ap— LIGMLOW, —dh— UGMMFA —f— SCS
oy 025 [

03

025

02

Fracison
=] =]
—_ — =
=] =] bt
-+

Pr

015

a 200 a0 &00 B i1l o 200 4040 600 &00 i}
Soope Scope
(a) precision-recall curve (b) precision-scope curve

Methods Matching Images
» Retrieval examples by | scswm '
text query “In 1994,

V4

Angus and ...... on the

GMLDA

Wiki dataset by the | cca
proposed SCSM.

GMBLM
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Performances (cont’ d)

[ —=—rPs ——con ——eman UCOFE —w— UGMLOA —d— LGMMFA —p— SC5M | [—=—rs o coa ——ocumL UEDFE_:_”GM_"_UB‘MF“_'_Q‘:S’”
L3 TEs

Precision
R e & p & p
R (e L = = [ A

(a) precision-recall curve (b) Precision-scope curve

» MAP of different |
methods on the Wiki++ %
dataset  w.r.t. each
category.

o
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Performances (cont’d

| =—r8 —s—coA —=—GMBELM

UCDFE —y— UGMLDA —d— UGMMFA —p— SESMI

[ =—rs ——ccn ——cuBin

UCDOFE —p— UGAMLD6, —de— LIGMMFA —F—SE-SM'

0.8 LI [
o 07 0
or
08 06
oEM T T "
bk et debebobelb bl g 08 a5
i 0.5 5 g
E 04 IE 04
0.4
0 g 03 N 03 e
“eep, %‘@-ﬂ.{,_
0.2 oz R o SO, o M 2V
e
o 0z 02 08 0B i & 200 a0 80 0 oo o 20 @0 60 80 000
Recall Soope Scope
(a) precision-recall curve (b) precision-scope curve
[mage SCSM GMLDA
queries

» Retrieval examples by image
queries on the LabelMe
dataset by the proposed
SCSM and supervised
GMLDA.
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“water sea building sky sand
beach mountain rainbow”,
“sand beach water sea sky"™,
“sky mountain ocean water
water sea sand beach trees”,
“water sea sky wawves”

Yigky mountain field river
water trees", “sea water sky
sand beach building tree”,
Ygsky buildings sea water™,
Y“gky buildings sea water™

Yiglky field road tree shrub™,
Ugky desert ground trees
hill", ¥“sky snowy mountain
hill buildings", “sky

mountain field grass cow"

“gsky path shrub trees stone”,

ligky mountain field river
water trees", “sky mountain
field desert shrub plant”,

Yigky desert ground trees hill™

“gky skyscraper building”,
“building trees sidewalk road
bus", “sky buildings
skyscraper”, “sky skyscraper
building™

“sky building wall step
person walking”, “sky
building car box plants”,
“sky skyscraper buildings
car side sidewalk", “city
river water building
skyscraper dock"”

ACM SIGIR 2016
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Convergence Analysis

» It is obvious to prove that the employed alternative minimization
strategy can converge to a local optimum. However, under the self-
paced framework, our learning algorithm is hard to guarantee the
global conve -~

r
a

it
e
iyt Fundtian vl
" ™

- [

4 ] T
28 1' a3 ',I

T
28
2 é 28
24 5 24
=
23 5 a4
L

2 33
& 20

W0 i ol o o v
T oz g B
.
. (
i |
= b

[ [ [1] A 2 4 [] ] 0
Barddon Mumbar Baraten Mumber

(c) Wiki++ (d) LabelMe
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Parameter Analysis

» The analysis on parameter sensitivity shows that SCSM is very robust to
model parameters which can achieve stable and superior performance
under a wide ranae of narameter values.

(c) Wiki++ (d) LabelMe
6/9/2022 ACM SIGIR 2016 32
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Conclusions

Experimental results show that, our SCSM not only surpasses the unsupervised
methods (e.g., CCA, GMBLM), but also outperforms some supervised methods
(e.g., CDFE, GMLDA and LCFS). As an unsupervised method, the reasons for the
better performance of our SCSM may lie in threefold.

v' One image often contain several semantic concepts. Hence the
grouping results may be a complementary when feature
representations are enough powerful.

v’ Pseudo group label is inaccurate. Since clustering is a non-convex
problem, self-paced learning can help avoid the local minima.

v’ Besides, multimodal graph helps preserve the inter- and intra-
similarities in the subspace.
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