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Background

• Unsupervised Domain Adaptation (DA)

Credit to Gabriela Csurka, TaskCV-2019 talk. weather/ light/ place …



Background

• Source data-Free Domain Adaptation (SFDA)
Credit to SHOT [ICML-2020].

• Limitations of DA methods
• Not Secure: the full access to source data 

is required.
• Concentrated: processing different 

domains in the same machine.



Problem Setting

As a white-box model may still leak the raw source data by model inversion attacks, we 
assume the source model to be black-box (i.e., only its predictions for target data are available).

• Black-Box Source data-Free Domain Adaptation (BB-SFDA)



Proposed Method (DIstill and fine-tuNE, DINE)

An overview of the proposed DINE framework. 



Proposed Method (Distill and Fine-tune, DINE)

A. Adaptive Self-Knowledge Distillation

B. Distillation with Structural Regularizations

𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑝𝑝, 𝑟𝑟) = �
𝑝𝑝𝑖𝑖 , 𝑖𝑖 ∈ Τ𝑝𝑝𝑟𝑟

1 −∑j∈Τ𝑝𝑝𝑟𝑟 𝑝𝑝𝑗𝑗
𝐾𝐾 − 𝑟𝑟

, 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑟𝑟𝑜𝑜𝑖𝑖𝑜𝑜𝑜𝑜.

Τ𝑝𝑝𝑟𝑟 denotes the index set of top-r 
classes in source predictions, and K 
denotes the size of p.

𝑃𝑃𝑇𝑇 𝑥𝑥𝑡𝑡 ← 𝛾𝛾𝑃𝑃𝑇𝑇(𝑥𝑥𝑡𝑡) + 1 − 𝛾𝛾 𝑓𝑓𝑡𝑡(𝑥𝑥𝑡𝑡)
Initialization

𝒟𝒟𝑘𝑘𝑘𝑘(𝑃𝑃𝑇𝑇(𝑥𝑥𝑡𝑡)||𝑓𝑓𝑡𝑡(𝑥𝑥𝑡𝑡))

ℒ𝑚𝑚𝑖𝑖𝑚𝑚 = 𝑙𝑙𝑐𝑐𝑐𝑐(𝑀𝑀𝑖𝑖𝑥𝑥𝜆𝜆(𝑓𝑓𝑡𝑡′ 𝑥𝑥𝑖𝑖𝑡𝑡 ,𝑓𝑓𝑡𝑡′ 𝑥𝑥𝑗𝑗𝑡𝑡 ),𝑓𝑓𝑡𝑡(𝑀𝑀𝑖𝑖𝑥𝑥𝜆𝜆(𝑥𝑥𝑖𝑖𝑡𝑡 , 𝑥𝑥𝑗𝑗𝑡𝑡)))

𝑀𝑀𝑖𝑖𝑥𝑥𝜆𝜆 𝑑𝑑, 𝑏𝑏 = 𝜆𝜆𝑑𝑑 + 1 − 𝜆𝜆 𝑏𝑏
pairwise structural distillation

ℒ𝑖𝑖𝑚𝑚 = 𝒽𝒽(𝔼𝔼𝑚𝑚𝑡𝑡∈𝒳𝒳𝑡𝑡𝑓𝑓𝑡𝑡(𝑥𝑥𝑡𝑡)) − 𝔼𝔼𝑚𝑚𝑡𝑡∈𝒳𝒳𝑡𝑡𝒽𝒽(𝑓𝑓𝑡𝑡(𝑥𝑥𝑡𝑡)) global (batch-level) structural 
distillation𝒽𝒽 𝑝𝑝 = −Σ𝑖𝑖 𝑝𝑝𝑖𝑖𝑙𝑙𝑜𝑜𝑙𝑙𝑝𝑝𝑖𝑖



Experiments



Experiments

study on the effectiveness of AdaLS.



Summary

1. We study a realistic and challenging UDA problem and propose a new adaptation 
framework (DINE) with only black-box predictors provided from source domains.

2. We propose an adaptive label smoothing strategy and a structural distillation method 
by first introducing structural regularizations into unsupervised distillation.

3. Empirical results on various benchmarks validate the superiority of the DINE framework 
over baselines. Provided with large source predictors like ViT, DINE even yields state-
of-the-art performance for single-source, multi-source, and partial-set UDA.



Thanks for listening!

• If you require any further information, feel free to contact me. 
Email: liangjian92@gmail.com

• Code is available at https://github.com/tim-learn/DINE/.

paper code

mailto:liangjian92@gmail.com
https://github.com/tim-learn/ATDOC/
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