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Abstract—Unsupervised domain adaptation aims to leverage the labeled source data to learn with the unlabeled target data. Previous
trandusctive methods tackle it by iteratively seeking a low-dimensional projection to extract the invariant features and obtaining the
pseudo target labels via building a classifier on source data. However, they merely concentrate on minimizing the cross-domain
distribution divergence, while ignoring the intra-domain structure especially for the target domain. Even after projection, possible risk
factors like imbalanced data distribution may still hinder the performance of target label inference. In this paper, we propose a simple yet
effective domain-invariant projection ensemble approach to tackle these two issues together. Specifically, we seek the optimal
projection via a novel relaxed domain-irrelevant clustering-promoting term that jointly bridges the cross-domain semantic gap

and increases the intra-class compactness in both domains. To further enhance the target label inference, we first develop a
‘sampling-and-fusion’ framework, under which multiple projections are independently learned based on various randomized coupled
domain subsets. Subsequently, aggregating models such as majority voting are utilized to leverage multiple projections and classify
unlabeled target data. Extensive experimental results on six visual benchmarks including object, face, and digit images, demonstrate
that the proposed methods gain remarkable margins over state-of-the-art unsupervised domain adaptation methods.

Index Terms—Unsupervised domain adaptation, domain-invaraint projection, class-clustering, sampling-and-fusion

1 INTRODUCTION

TRADITIONAL machine learning methods often assume
that the training and testing data lie in the same feature
space and have the same distribution [1]. However, this
assumption does not always hold in massive real-world
scenarios. For example, it is really challenging to recognize
the adult faces while exploiting a set of labeled face images
captured from their childhood. When this assumption is
not verified, domain shift or covariate shift (i.e., the distri-
butions of training and testing data are not identical when
the conditional distributions are the same) largely affects
the performance at test time. To address this issue, acquisi-
tion of annotated data (e.g., adult faces) is critical, however,
data labeling is expensive and time-consuming. Hence one
can resort to another strategy, transfer learning, which tries
to explore the heterogeneous knowledge hidden in target
data. Recently, considerable research efforts have been
devoted to this topic, and impressive progress has been
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made in a wide range of applications, e.g., computer vision
[2], [3], [4], [5], natural language processing [6], [7], [8].
Typically, unsupervised domain adaptation (DA) that aims
to transfer the same task from supervised source domains
to unsupervised target domains, has drawn increasing
attention in computer vision literature [4], [5], [9], [10], [11],
[12], [13]. The common practice of discriminative training is
not generally feasible, however, making it especially chal-
lenging to describe the cross-domain relationship.

To handle the covariate shift, early domain adaptation
works compute the probability of each sample belonging to
the source or target domain via likelihood ratio estimation.
One favorite principle for instance re-weighting is Maximum
Mean Discrepancy (MMD) in two-sample statistical test [14].
Such instance re-weighting strategies are intuitive, however,
they are always separated from the classifier training proce-
dure. To deal with this drawback, Chu et al. [3] propose to
jointly re-weight the training samples and learn a classifier.
Meanwhile, Long et al. [9] learn a domain-invariant projec-
tion while both the conditional distribution and marginal
distribution divergences are minimized. Due to the lack in
labeled target data, the pseudo labels on target data and the
projection function are optimized alternately. Baktashmot-
lagh et al. [15] investigate the Gaussian kernel into MMD,
and minimize the within-class variance that encourages class
clustering in source domain simultaneously.

Generally speaking, bridging the gap between the source
and target domain and preserving the discriminative power
for the labeled source data are two critical components for
unsupervised DA methods. Some works [9], [10], [16] experi-
mentally have proved that the pseudo labels of target data
involved in the optimization process can significantly boost
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Fig. 1. A toy example of the sought subspaces with different structures,
(a). Promoting source class-clustering, (b). Promoting domain-irrelevant
class-clustering (confusion), respectively. (Best viewed in colors.)

the adaptation performance. Specifically, the pseudo labels
are exploited to minimize the empirical conditional distri-
bution divergences (i.e., the differences between class-wise
means), nevertheless, none of them have ever investigated
the class clustering objective for the target domain. There-
fore, we investigate a novel domain-irrelevant class cluster-
ing objective that is theoretically related to both the
distribution divergence and the variance minimization terms
involved in both domains. To illustrate the necessity of the
target clustering structure, we also provide a toy example in
Fig. 1, where the differences between class-wise means are
minimized in both subspaces. Clearly, in the left subspace,
the classification performance is expected to be much worse
than it in the right one due to its small margin for projected
target data. The proposed objective is further decomposed
into three terms, i.e., the empirical conditional distribution
divergence and two intra-domain class-clustering terms. We
naturally obtain a relaxed domain-irrelevant class-clustering
objective by introducing a balancing parameter for the intra-
domain terms. Obviously, to infer the optimal projection,
we still need to know the pseudo target labels. As such, we
jointly learn the domain-invariant projection via the pro-
posed objective and infer the pseudo target labels in a loop.
In each iteration, the pseudo labels are inferred via the classi-
fier trained on the projected source data.

Apart from the domain-invariant projection inference,
how to label target data is also a critical issue for unsuper-
vised domain adaptation. Nevertheless, this issue has long
been overlooked, and a classifier is usually trained on the
whole projected source data to classify the projected target
data. Classifiers trained in this manner are likely to be over-
fitting for a homogeneous task, let alone the heterogeneous
task on the projected source and target domains. Benefiting
from the combination of multiple feature representations,
previous works [4], [17] achieve promising performance in
domain adaptation. Inspired by these methods and classical
ensemble models such as bootstrap aggregating (bagging)
[18], we further exploit several coupled source-target
sub-domain pairs to learn various local domain-invariant
projection functions. To further increase the robustness, we
also adopt the idea of random feature selection in random
forest [18] that has been proven to be less overfitting. Hence,
the original problem has been distributed into many small-
sized problems, which decreases the time complexity dra-
matically and is also desirable for unsupervised DA tasks
with large-scale instances and high-dimensional features.

Towards this end, we first propose a novel domain-invari-
ant projection ensemble framework for unsupervised domain
adaptation. Concerning the domain-invariant projection, we
propose a novel objective function that considers both the
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Fig. 2. Overview of the proposed ‘sampling-and-fusion’ framework.
Several coupled source-target domain subsets are generated via ran-
domly instances and feature sampling. Then for each source-target
domain pair, we learn the optimal domain-invariant projection via the pro-
posed domain-invariant object function. Finally these classifiers are
trained on the whole source data and be fused in an ensemble manner
to predict the whole unlabeled target data. (Best viewed in colors.)

conditional distribution divergence and class clustering pro-
moting terms involved in both domains. To further enhance
the performance, a ‘sampling-and-fusion’ strategy in Fig. 2 is
developed to improve the generalization ability. Especially, to
infer the domain-invariant projection for each cross-domain
subset, we arrive at a generalized eigenvalue decomposition
problem, which has a closed-form solution. To label the target
data in a loop, we adopt a Nearest Neighbor (NN) classifier
on the projected subspace for simplicity. Finally, we provide
two popular strategies, i.e., feature concatenation and major-
ity-voting scheme in the fusion step. Overall, the problem is
also computationally efficient, and is flexible to large-scale
unsupervised domain adaptation. The contributions of this
paper are summarized as follows.

e To compensate for the lack of target structure con-
straint, we propose a novel objective function
relaxed from a Domain-Irrelevant Class clustEring
(DICE) term for unsupervised domain adaptation.
The optimal projection and pseudo target labels are
alternately optimized, and in each iteration the pro-
jection is computed in closed-form via solving a gen-
eralized eigenvalue problem.

e An ensemble strategy is first exploited for unsuper-
vised domain adaptation problems, where we
construct various domain adaptation tasks via ran-
domly selecting the instances and identical features
for both domains and infer the corresponding
domain-invariant projections, making the ensemble
method faster and trivially parallelizable in the pro-
jection inference step.

e Extensive empirical experimental results on several
benchmark datasets demonstrate that the proposed
methods achieve performances superior to state-of-
the-art unsupervised domain adaptation methods
and the ensemble method always outperforms
its single-projection one with noticeable margins.
Particularly, on the challenging cross-view PIE data-
base, DICE advances the best accuracies from
58.8% [19], 65.1% [20] to 80.6%. When combined
with deep features, DICE is even competitive with
current state-of-the-art deep methods.

The remainder of this paper is organized as follows.
In Section 2, we provide a brief review on previous
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unsupervised domain adaptation methods. Section 3 is ded-
icated to introducing some background knowledge. In Sec-
tion 4, we introduce the proposed methods with the novel
objective formulation and some sampling-and-fusion strate-
gies. Section 5 is devoted to the experimental setting, com-
parisons, and analysis, which demonstrate the superior
performance of our methods. Section 6 concludes this paper
with possible future research directions.

2 PRIOR WORK

In this section, we mainly review previous unsupervised
domain adaptation methods and divide them into two main
categories: shallow methods (e.g., instance re-weighting,
feature augmentation, and feature transformation methods)
and end-to-end deep adaptation methods.

Despite the distribution difference among domains,
instance re-weighting methods usually assume the identical
conditional distributions. Maximum entropy density esti-
mation is exploited to infer the re-sampling weights [21],
while [22] estimates the re-sampling weights by matching
training and test distribution feature means in a reproduc-
ing kernel Hilbert space, i.e., Maximum Mean Discrepancy
(MMD). Besides optimizing the weights, [3] also learns the
optimal parameters of a classifier.

One incredibly simple approach [7] first augments the
features for both domains, then adopts the trained classifier
on source domain to predict unknown target data, this easy
strategy even beats state-of-the-art approaches at that time.
[23] extends [7] by utilizing two newly proposed feature
mapping functions for heterogeneous domain adaptation.
Besides, [2], [4] propose to embed each domain into one
d-dimensional linear subspace, subsequently, a geodesic
path between the source and target domain is built. Then
new feature representations are obtained via sampling
points in the path and concatenating these intermediate
domains. GFK [24] further defines a geodesic-flow kernel
that integrating over all the intermediate subspaces lying on
the geodesic path without sampling. Besides, [17] chooses
different amounts of source samples from coarse to fine via
MMD, and generates several new feature representations
via GFK for each level. [25] proposes a pioneering semi-
supervised cross-domain kernel learning framework which
can incorporate many existing kernel methods.

Additionally, feature transformation that aligns source and
target domains is a more natural choice for DA. SA [26] dis-
covers an optimal transformation matrix to minimize the
Bergman matrix divergence between two PCA subspaces.
Recently, CORAL [27] investigates the second-order statistics
instead of first-order MMD, which equips the target domain
with the same covariance matrix of the source domain. [28]
further utilizes the second-order and higher-order scatter ten-
sor to learn the optimal transformation. Besides direct align-
ment transformations, another popular paradigm attempts to
infer domain-invariant features via dimensionality reduction.
Following this idea, [29] learns a transformation matrix that
minimizes the distance between the source and target
domains via MMD and preserves the data variances. JDA [9]
first considers the conditional distribution, where the class
means besides the total means are also required to be close to
each other. Taking into consideration both the supervised
source class clustering and the inter-domain MMD term, [15]
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further formulates this objective with an orthogonal con-
straint as an optimization problem on the Grassmann mani-
fold. The Hellinger distance and polynomial kernel are
investigated to increase the robustness of manifold-based DA
methods in [5]. [11] discovers the projection via inter-domain
second-order information on the SPD manifold. [16] further
extends [9] to address that the inter-domain class means
belonging to different classes should be pushed far away. By
contrast, JGSA [10] learns two different transformation matri-
ces for each domain, thus, a subspace alignment constraint in
[26] is further developed to be combined with other statistical
alignment objectives. SCA [30] takes the between and within
class scatters of the source domain into consideration.

More recently, deep learning techniques have achieved
remarkable successes for computer vision [31], [32]. Benefit-
ing from the powerful deep neural networks, [33], [34], [35],
[36], [37], [38] obtain promising classification performance on
several benchmark domain adaptation datasets. [35] extends
[27] by leveraging the second-order correlation alignment
loss into the deep framework. [34] considers the multi-kernel
MMD defined among several layers, while [33] merely uti-
lizes linear MMD on a single layer. Furthermore, [36] focuses
on the joint distribution discrepancies instead of the marginal
one. [39] describes an end-to-end deep learning framework
for jointly optimizing the optimal deep feature representation,
cross domain transformation, and the target label inference
for state-of-the-art unsupervised domain adaptation. Besides
these discrepancy-based methods, adversarial loss functions
are also favored in deep domain adaptation methods [40],
[41], [42], [43]. Generally, adversarial models aim to introduce
a novel domain discriminator to promote domain confusion,
namely, this discriminator cannot determine which domain
the data come from. In this manner, these two domains are
considered to be drawn from the same distribution [44]. Exist-
ing adversarial DA methods attempt to jointly reduce the
domain divergence and preserve the discriminative ability of
source data, and a summarization of these methods can be
referred in [43]. Regarding the loss function, [42], [43], [45]
exploit the min-max loss, inverted label GAN loss and confu-
sion loss, respectively. By contrast, [46] proposes to learn a
joint distribution of multi-domain images with a weight-
sharing constraint on generators.

Apart from the aforementioned feature-level methods,
[47] only exploits the black-box source classifier learned on
source domain to preserve the privacy of source data.
Although most existing DA methods are proposed for
homogeneous transfer learning problems, there are still
some approaches that leverage feature augmentation [23] or
learn an intermediate domain [48], [49] to bridge the gap
across domains for heterogeneous DA. In addition, webly-
supervised DA methods [50], [51] extract privileged infor-
mation from freely available web videos for action and
event recognition, which is a fertile research direction.

Generally, despite the promising performance, there are
some limitations for these shallow methods, 1). the target
structure is usually ignored in adaptation models; 2). they
can not cope well with different label distributions within
two domains. Besides, deep domain adaptation methods
not only rely on the high-capability computers, but also
enjoy a relatively long training time as well as a challenging
parameter-tuning process. To this end, we propose a novel
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domain discrepancy objective to consider the clustering
structure in target domain for domain-invariant projection
inference, and introduce an ensemble framework to increase
its classifier’s discriminative ability and reduce the com-
plexity simultaneously, making it even flexible for large-
scale high-dimensional datasets.

3 NOTATIONS AND PRELIMINARIES

Let D, = {(z%, )}, denote n, data points and their associ-
ated labels of the source domain. Likewise, we denote
D, = {(z],y])} L, m data points of the target domain. For
unsupervised domain adaptation, samples like x| and x
share the same feature dimensionality d, y; € {0, 1} is not
known in the training phrase, and C'is the number of clas-
ses. For simplicity, X, € R®" and X; € R™™ indicate all

the source and target data respectively, and each column of
nsxC

X, represents a data point in D,,. Besides, Y, € {0,1}

and Y; € {0, 1}"’txc denote the one-hot encodings with the
semantic information, while ¥ (a) = 1 means that ith source
data is associated with the ath class. The domain-invariant
projection function is defined as simple linear function
f(x) = ATz, and the projection parameter A € R>™, where

m is the subspace dimensionality. || 4| := \/tr(AAT) repre-
sents the Frobenius norm of A4, where ¢r(-) denotes the trace

of a square matrix, and ||a||, = Via’a denotes the I, norm of
one column vector a. I denotes the identity matrix, and 1 is
the vector of all ones with appropriate dimensionality, and
'H is the Reproducing Kernel Hilbert Spaces (RKHS).

As stated above, one intuitive and effective solution for
domain adaptation is to seek one projection function, namely
domain-invariant projection (DIP), via which different
domains nearly share the same distribution. Among these
DIP methods, JDA [9] is a classical one that tries to discover a
projection function that adapts joint distributions including
both marginal and conditional distributions between
domains without any labeled target data. The mathematical
formulation for the joint distribution difference, which can be
further decomposed into two different distribution differen-
ces, is shown below:

min B pag o) [T (@), 4] = Epan g [T (@), ]|

joint distribution difference

X ||Ep, (o) [T ()]

marginal distribution difference

+ | Equtyulen) 15| T(@)] = Equyuten el T (]|,

conditional distribution difference

— E ) [T(0)] || 0

where T'(-) is the optimal projection function to be sought,
and E,(f(z)) is the expectation of f(z) under p.

For such distribution differences involved in domain
adaptation, Maximum Mean Discrepancy (MMD) [14] has
been a widely used measure tool. MMD is primarily pro-
posed to tackle the two-sample problem (samples come
from two probability distribution p and ¢) via a statistical
test of the hypothesis that these two distributions are differ-
ent. The main idea of MMD is to find a smooth function via
which the difference between the mean function values
(namely, mean discrepancy) on p and g is largest. Let 7 be a
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class of functions f: X — R, then the expressions of MMD
and its biased empirical estimate are defined as

MMDI[F,p,q] := ;lelp( el F(@)] = Byeg[f()]),

(2)

m

Zf 1’7 lif(yJ)

Here X = {x;};", and Y = {y;}_, denote m and n data
points ii.d. sampled from p and ¢, respectively. From the
definition above, we can see that A/MD = 0 if and only if p
is indistinguishable from ¢ (namely, p = ¢). Next, when F
becomes a kernel function set k: X x X — R in a universal
RKHS, then the witness function and its biased empirical
estimate can be referred in [52].

MMDy[F, X,Y] —bup(

4 THE PROPOSED FRAMEWORK

4.1 Projection learning via Domain-Irrelevant
Class Clustering

Even most efforts have been devoted to minimizing the dis-
tribution difference between the source and target domain,
how to leverage the semantic information in the labeled
source domain is also critical for unsupervised DA methods.
While some approaches [26], [27] totally split projection
learning and classifier learning, they merely exploit the
semantic labels to the final classifier training phrase after
alignment or projection, thereby obtaining inferior perfor-
mance. As shown in [10], [15], a class-clustering promoting
term is utilized to increase the compactness of each class and
preserve the discrimination of the projected source domain.
Generally, the overall objective function of DIP that includes
the class clustering promoting term is formulated as below:

A* fargnunCID(A X, ATX,) +>\ZZ||AT Msr)”Q 3)

c=1 i=1

Here function ®(-,-) tries to align the source and target

ZJ;() “
Do yc(()

source domain, and S is a possible constraint on the projection
function 4, e.g., orthogonality constraint S = {A|ATA = I}
in [15].

Besides, inspired by recent works [9], [14], we can simply
use the empirical MMD in Eq. (2) as the distribution differ-
ence measure to compare different distributions, i.e., the
distance between the sample means of source and target
data. Hence in this manner, Eq. (1) can be simplified as,

domain, and u,,. = is the cth class center in the

min P(A4) = [|A” (i Nt)”z"’Z”AT Poe = o)l (4)

c=1

where the first term is the marginal distribution difference
measured via MMD and the second term represents the
conditional distribution difference likewise. Besides,

Zn—/fl’ Zﬂ; "l are the global centers of source
Zg;((-):l o
SuE@ o
the cth class cluster in the target domain, g, € {0, 1} is the
pseudo label vector estimated from the previous iteration.

Hs = and He =

and target data, respectively. Likewise, ;. =
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Although these DIP approaches achieve substantial gains
over previous state-of-the-art methods, they do not even
consider the same class-clustering encouraging loss on the
target domain. On the contrary, JDA involves the pseudo
labels on target domain into seeking an optimal projection,
and experimentally proves the effectiveness of them for
unsupervised DA. Besides, [53] investigates the discrimina-
tive clustering for target data, which effectively improves
the adaption performance. Hence, we believe that encourag-
ing class clustering regardless of the source or target
domain jointly with minimizing the distribution differences
across domains can further boost the adaptation perfor-
mance. Then in this paper, we propose a novel objective
function that connects two domains together in terms of the
projection A,

c
A=Y A @ = )l (5)

min O
A c=1 zeD,

where D, = {z'|yi(c) = 1} U {x]|§l(c) = 1} consists of all
data points that are associated with one identical class ¢

from both source and target domains, and pu.=
Z (c)=1 5+E . ..
is the domain-irrelevant class center.
Zy, vsle +Zy,yt

Obviously, once the pseudo target labels are obtained, this
term above will bring all data with the same class label
together. That is to say, all data from the same class are close
to each other, hence, both the intra-domain variance and the
inter-domain differences are minimized at the same time.
As shown in Fig. 1, it indeed increases the compactness of
each class in both domains, and it seems that this domain-
irrelevant clustering term can also pull closer the heteroge-
neous centers from same class in different domains.

To investigate the relation with conditional distribution
dlfference in Eq. (4), denoting by D? = {z'|y(c) = 1} and

= {«]|§/(c) = 1} samples from the cth class in the source
and target domain respectively, we further rewrite the
objective function in Eq. (5) as follows. [z «+ ATz]

2 2 2
Dol =l = e —wlz+ Y e — el

z€D, z€D} l’EDt
_Z”m_usv—i_uw’ /’L(’H2+Z||x_ﬂf{‘+utr /’L{’||2
Dt
= Z HZ‘ - I"LS,CH; + Z ||CL’ - /’Lt7c||2
zeD; zeDl,
. 2 2
ni : ||:u“sAc - MCHQ + ng : ”/'Lt,c - /’LRHZ
2, . Nl + MM o
= 3 o= sl - P e
z€D} g ny

c c
ns/’bs,c + nt /’Lt,u 2

2 -
+ 3 e = weells + e — [

g [
zeD}, 77/2 +nt
2 2 2
= Z Hl‘ - MS,CHQ + Z ||l’ - /"LtAu”Q + ﬂ”uac - Mt,c”?'
€D} xeDf:

(6)
Here the entire center of the cth class over both domains is
denoted by u,, and n; =3, y.(c) and ny = 3~ 7(c) denote

the size of the cth source and target class. To help
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understand the deduction, the middle terms } ; (z —

M, c) =0 and ZyJ (
Besides, the trade- off parameter =

— i) =0 are further discarded.

(”,{(f’;’l) is a constant.
Furthermore, the data point = and its related center i can be
easily replaced with their projected expressions. That is to
say, the domain-irrelevant class-clustering promoting term
can be decomposed into three terms, i.e., conditional distri-
bution difference in Eq. (4), source class-clustering promot-
ing term in Eq. (3), and that of target domain. As far as we
know, it is the first attempt to discover the effectiveness of
variance minimization on target domain and analyze the
relationship between the intra-domain variance minimiza-
tion and the cross-domain empirical distribution difference
minimization.

However, Eq. (5) favors larger-size categories with larger
B. To allow for more flexibility and alleviate the bias toward
the majority class, we introduce a unified balancing parame-
ter A instead of the size-dependent constant 1/8 before the
class-clustering encouraging terms, henceforth, the final
objective function including the empirical margin distribu-
tion difference minimization is rewritten as

C
- Mt)”g + Z ”AT(/“Ls,c - Mt,c)”g

c=1

/'Lsc H? + Z ”AT

min £(A4) = || AT (u,

+>\Z ZHAT

— o)l

(7)

Interestingly, JDA is a special case of our proposed model
when A = 0, and DIP-CC [15] can be considered as a special
case where only the first and third terms are considered.

4.2 Target Label Estimation via Projection
Ensemble
As mentioned above, in this paper we propose a novel
unsupervised DA method which alternately learns the
domain-invariant projection and infers the pseudo target
labels. We have clarified how to calculate the projection via
the pseudo target labels ¢, in Section 4.1, hence, we will
explain how the pseudo labels are obtained after projection.
Once the source domain and the target domain are
aligned via DIP, we can expect the commonly used classifi-
cation models trained on the source domain, e.g., Support
Vector Machine (SVM) and K-Nearest Neighbor classifier
(KNN) to achieve considerable classification performance in
the target domain. However, it is well known these classi-
fiers are prone to be over-fitting when directly applied for
the homogeneous testing dataset due to the covariate shift,
let alone the heterogeneous projected testing dataset.
Inspired by the idea of ensemble methods such as bagging
and random forest [18], we randomly sample couple subsets
of both domains even features, and form some sub-Source-
Target domain pairs (see Fig. 2). Apart from the over-fitting
effect, the pseudo target label is involved into the training
procedure, hence making it critical to obtain better initiali-
zation. Learning with multiple random sub-Source-Target
domain pairs can yet generate various domain-invariant
projections, the fusion of these ‘local” projections rather than
the ‘global” sought projection is expected to enhance the DA
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performance. Note that the training process of each subset of
coupled domains is independent, namely, we seek each optimal
domain-invariant projection for each coupled subset in parallel.
However, this manner is quite different from multi-source
domain generalization [54] where classifiers from different
source are fused. In the following we will provide several
fusion strategies to infer unlabeled target data.

Denote by {X()}X, and {X"}X, the K sampled coupled
source-target domain pairs respectively, and A®) € R™™ is
the optimal projection learned on the ith source sub-domain
X and target sub-domain X.”. For simplicity, we further
denote Z{V and Ztm as the embedded features of complete
source and target domains via the ith embedding projection
AW below (i € [1,K)): 20 = AOTX, Z{) = AOTX,.

Majority Voting (MV). Benefiting from the random sam-
pling strategy and following voting rules, the bagging algo-
rithm can achieve promising performance with lower
variance. Here we can follow the idea of bagging methods,
namely, after we have obtained K predictors/classifiers
trained on each low-dimensional source data Zg”, the most
prevalent fusion rule, i.e., majority voting, is directly exploi-
ted to decide the final class of each target data. Concretely,
each classifier f/ : R™ — R calculates the probability scores
of the rth class for the ith projected Source-Target pair.
Then the votes casted by all K classifiers are then counted
and the candidate class which achieves the maximum num-
ber of votes is considered as the final class § of one target
domain data point = € R,

K
y = argmax Z oe(si),
=t ®)
G 1, s, =e,
where s; = arg max fl’(zi ))7 oc(s;) = ' .
r ) 0, otherwise.

Weighted Majority Voting (WMV). Each classifier in MV
only votes for one class, namely the votes for other classes
equal zero, which may drop some information. WMV con-
siders the classification scores as the continuous weighted
votes f!(z) instead of the discrete {0,1} votes, hence the
rule of WMV is defined as

K«
y; = arg m;axz fi(x). 9)
=1

As such, classifiers that can output probability scores should
be chosen. Else wise, a classifier like 1-NN can only generate
discrete scores, making that WMV equals to MV in Eq. (8).

Feature-Level Fysion (FF). By contrast, FF combines differ-
ent projections A instead of classifiers together, which
resembles the feature concatenation methods. That is to say,
we can concatenate all learned domain-invariant projections
to obtain A, = [AV, ... AK)] € R¥5¢ Then we can train
a classifier on the source domain A7 X, and directly pre-
dict on the target domain A7 X;.

While we adopt the euclidean distance based NN classi-
fier for example, the feature concatenation projection A,
can be understood from a different perspective,

K
| AL, (1 — z2)||5 = Z JAOT () — z9)]13, (10
=1
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for every two samples z1,x € RY. Namely, the distances
from each projection are cast up to form the total distance
for any paired data points. Likewise, once the features are
normalized to unit length, the cosine distance based NN
classifier owns the same property.

4.3 Reformulation & Optimization

The proposed objective function £(A) in Eq. (7) is not intui-
tive to solve, hence we introduce several variables Q° €
R(stm)x(stn) and Q°, ¢ € [1,C] to simplify the optimiza-
tion problem, each element is defined as

1
P Ty Xj S DZ
nens
—— wz,z; €D, 1 .
NN ' Y Ccoc? Li, 'rj € Dt
1 Ty
0 c
L— l“l"GDt S= -1 . .
£ Ty ’ R 7y Ty XLj € D(Z,ZL'/' S 'DC
nené CREad] t
s'%
, otherwise. -1 . .
NsTy -, X € D x; € ,Dt’
nend’ s
st
0, otherwise.

an

Here z; and z; are the sth and jth columns of X =
[Xs, Xi] € R (nstne) respectively. In this manner, the first
and second terms of Eq. (7) can be rewritten as

1 g 1 Ns+Nn¢
AT(ZZ‘%_EZ 1‘j>

where Q° is also referred as the MMD matrix. Then the
second term in Eq. (7) can be rewritten as

2

=tr(A"XQ"X"4), (12)

2
=tr(ATXQ°X"A),
2

Ng Mg+t
AT (Zmiyi(C)/nfé > wjyj(c)/”f>
i=1

J=ns+1

where Y = [Y;; V] € {0,1}"""*C s the whole one-hot
encoding of semantic labels.

Inspired by Linear Discriminant Analysis (LDA), we fur-
ther transform the last two class-clustering promoting terms
that can be considered as within-class variance in Eq. (7)
into similar expressions as Eq. (12).

Cc ng
DO A @ = )l = AT (X = XY (VY)Y R

c=1 i=1

= tr(ATX,(I - Y., (Y[Y,) 'Y X! A),
C 77,1 ) . N N N

3OS IAT @ )2 = tr(ATX(T - V(YY) Y XTA).
=1 i=1

Then we can naturally combine these two terms above
together into a new variable Q° € R("s*7)*(ns+m1) a5

0% — I-Y, (YY) Y, 0
0 I-Y,(YY)™'Y

(13)
To this end, we have provided the reformulations of each

term in Eq. (7), thus it is obvious to obtain the following
equivalent objective function W(A) = tr(ATXQUXTA),
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where QU = Z o Q° + AQ*, with both terms being normal-
ized to unit F-norm. To avoid a non-trivial solution, we fur-
ther consider to maximize the variances for both domains,
namely tr(A" XHX" A), where H = I — -1 is the center-
ing matrix. Therefore, the overall optimization problem w.r.
t. A reduces to the following formulation

min tr(ATXQUXT A) + y||A||5, s.t. ATXHXTA =1, (14)
where y is a hyper-parameter to avoid numerical instability
issue. Interestingly, the optimal solution of A € R*™ that
satisfies the above objective function is given by the general-
ized eigenvalue problem:

(XQUXT + yI)a =nXHX a, 15)

where 7 is the ith minimum eigenvalues and a € R? is the
associated ith columnin A4, i € [1,m].

Kernel Extension. Note that we only utilize a linear projec-
tion AT X for domain adaptation, since some studies show
the superiority of non-linear functions, we further consider
the non-linear kernel-mapping v : © — ¥(z) to enhance the
adaptation ability. Then for the kernel matrix K = y(X) v
(X) € RIs+m)x(stm) - we exploit the Representer theorem
[55] and obtain the following problem,

min tr(ATKQ™KT Ay) + y|| Ak,
Ay, (16)
s.t. AgKH’CTAk- =1

where ATK, « (W(X)A)"¥(X). The solutions to both
Egs. (14) and (16) are quite easy to implement.

Label Propagation Extension. Taking into consideration
the global structure in the pseudo label inference step, we
further leverage a desirable closed-form label propagation
(LP) method [20], [56] after the 1-NN classifier. Please
refer to the supplementary materials, which can be found
on the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPAMI.2018.2832198
for more details.

Apart from these extensions, we also propose a bagging-
like unsupervised DA algorithm in this paper, X and Xt
should be replaced by their respective subsets X" and X
to seek the optimal projection A via Eq. (15) Once we
obtain all K domain-invariant projections based on different
subsets, we resort to these fusion strategies (i.e., MV, WMV
and FF) in Section 4.2 to build a more robust and accurate
predictor for target data. The pseudo code for our proposed
method is summarized in Algorithm 2.

4.4 Complexity Analysis

We analyze the proposed basic domain-invariant projection
in Algorithm 1 and its projection ensemble method in
Algorithm 2. Regarding the basic one, it consists of two
main parts, projection inference and the nearest neighbor
classification, within 7" iterations. Concretely, the projection
inference step occupies O(md?), and the classification step
occupies O(mngn;), and building the MMD matrices
Q°(0 < ¢ < C) occupies O((n, +mn;)*), and the remaining
steps like matrix multiplication occupy O(md(ns + nt)).
Thus, the overall time comglexﬂy of Algorithm 1 is
O(Tmd?* + Tmngny + T(ns +ny)” + Tmd(ns + ny)).
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Algorithm 1. Basic Domain-Invariant Projection Method

Input: Source data {X,,Y,;} and target data X);; subspace
dimensionality m, trade-off parameters A, y.
Output: Domain-invariant projection A.
X — [ X, Xy
: Construct the MMD matrix Q" in Eq. (11);
: Initiate Q! = Q" due to the lack in Y};
repeat
Obtain optimal A via solving the generalized
eigenvalue decomposition problem in Eq. (14);

6: Train a standard classifier f on {A X, Y} and update
the pseudo labels Y, for target data ATX,:

7: Build the class-wise MMD matrices {Q°}¢_, and the
class-clustering matrix Q in Eq. (11) and Eq. (13), then nor-
malize them;

8: Qall - ZS:O Q° + AQ;

9: until Convergence or maximum iteration achieved

10: Train a classifier f on {ATX,,Y.}.

G PN

Denote by &, 85, 8; the sampling densities for the feature,
source and target instances, respectively. Obviously, the
time complexity of basic method decreases to O(Tmé%d*+
TmdSmsne + T (8 + 8my)? + Tmdd(8sns + 8iny)).  After
obtaining K projections, taking the MV strategy for
instance, the final classification step occupies O(Kmngn,).
Assume 1 = §;n, + 8;n;, then the overall computation com-
plexity of Algorithm 2 is O(KTns;d* + KTmni* + KT+
Kmédn).

Algorithm 2. Domain-Invariant Projection Ensemble
Method

Input: Source data {X,,Y;} and target data X; # sub-domain-
pairs K, subspace dimensionality m, parameter \; sam-
pling density &, ;. '

Output: Projection matrices { A}, final classifier f.

fori=1: K do

Uniformly sampling X(%)

@) from X at density &;;

Uniformly sampling X from X, at density &;;
Uniformly sampling feature subsets f from [1 : d] at
density 6y;
X, = X9, X = X,(f,)
Obtain pro]ectlon A via Algorithm 1;
end for
: Retrain each classifier f; on {AOT X, Y.}, € [1, K];
: switch fusion method do
case(MV) Obtain the prediction probability scores and
estimate the target label via Eq. (8);
11: case(WMYV) Obtain the prediction probability scores
and estimate the target label via Eq. (9);
12: case(FF/Con-) Concatenate these projections via Eq. (10),
and train a new classifier on {A” X Y.}.

ORI T

con

4.5 Hyper-Parameter Settings

Before reporting the detailed evaluation results, it is vital to
explain how DICE hyper-parameters are tuned. Empiri-
cally, A is fixed at 1 for balancing the inter-domain and
intra-domain objectives, thus, only two hyper-parameters
¥, m remain tunable. Since no target labels are available for
unsupervised DA, it is impossible to conduct a standard
cross-validation. Hence we perform k-fold cross-validation
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TABLE 1
Statistics of the Six Benchmark Domain-Adaptation Datasets
Dataset Subsets ~ Abbr. #Images Feature (size) # Classes
Amazon A 2,817
Office31 DSLR D 498 AlexNet-FC7(4,096) 31
Webcam w 795
Amazon A 958 SUREF (800)
Caltech C 1,123 DeCAF;(4,096)
ffice-Caltech 10
Office-Caltech e D 157  VGG-FCy(4,09)
Webcam W 295 VGG-FC;(4,096)
Art Ar 2421
Clipart Cl 4379  ResNet50-P5(2,048)
ffice-H.
OfficeHome  f, Guct  Pr 4428  ResNet152-P5(2,048) 65
Real-World Rw 4,357
C05(—) P1 3332
o7 (1) P2 1,629
PIE 09 (1) P3 1,632 Pixel (1,024) 68
C7(®) P4 3329
29(—) P5 1,632
MNIST M 2,000 )
MNIST-USPS U 1800 Pixel (256) 10
L1 1 72
COIL20 o € 0 Pixel (1,024) 20

COIL2 2 720

on the labeled source domain, namely, calculating the aver-
aged accuracy on each one source fold while exploiting the
other k — 1 source folds and the whole target domain for
training. In this manner, we obtain the optimal parameters
y €[0.001,0.005,0.01,0.05,0.1,1,5], m around the integral
multiplies of C' (# classes) via which the averaged source
accuracy is the highest. Generally, this strategy is always
sufficient to produce good DICE models for unsupervised
DA. Similarly, we adopt the same strategy for finding the
optimal parameters for ensemble methods.

5 [EXPERIMENTS

In this section, we comprehensively compare our methods
with state-of-the-art unsupervised domain adaptation
approaches on six visual benchmark datasets including
object, face, and digit images. Details about parameter sensi-
tivity are also discussed in the later part of this section.

5.1 Databases

O Office31 [57] includes images of 31 objects taken from 3
domains, i.e., Amazon (images downloaded from the online
web merchants), DSLR (high-resolution images captured by
a digital SLR camera) and Webcam (low-resolution images
recorded by a web camera). Following [27], we exploit the
AlexNet-FC- feature fine-tuned on the source domain.

O Office-Caltech contains images from 10 overlapping
object classes between the Office31 and Caltech256 [58]
datasets. Previously, the SURF features' are adopted and
encoded with 800-dimension BoW features. Besides, we also
exploit DeCAF; features [10] and VGG-FCg ; features [11].

O Office-Home [59] is a new benchmark dataset that
contains 4 domains, with each domain containing 65 kinds of
everyday objects, i.e., Art (artistic depictions of objects), Clip-
art (clipart images), Product (object without a background)

1. Available at https://cs.stanford.edu/~jhoffman/domainadapt/

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 41,

NO.5, MAY 2019

and Real-World (object captured with a regular camera).
We exploit the ResNet [32] to extract the features.

O PIE [60] includes facial images of 68 people with vari-
ous pose, illumination, and expression changes. Following
[9], we mainly focus on 5 out of 13 poses, i.e., C05 (left), C07
(upward), C09 (downward), C27 (frontal) and C29 (right).
These facial images are then cropped to the size 32 x 32.

O MNIST-USPS consists of two classical handwritten
digit image datasets, USPS [61] and MNIST [62]. To speed
up the experimental comparisons, we follow [9] to ran-
domly choose 1,800 and 2,000 digit images from USPS and
MNIST, respectively. Besides, the images from MNIST are
uniformly resized to 16 x 16 to be consistent with USPS.

O COIL20 [63] is another object dataset that contains
1,440 samples over 20 classes with the image size 32 x 32.
We split the dataset into two subsets COIL1 and COIL2
according to the capture directions [9]. Specifically, COIL1
contains all the images captured in the directions of
[0°,85°] U [180°, 265°] while COIL2 contains remaining direc-
tions. Detailed information including all the dataset size and
feature length is summarized in Table 1.

5.2 Baseline Methods & Experimental Setting

We compare our methods® with massive unsupervised
domain adaptation methods [9], [10], [11], [12], [15], [16],
[20], [24], [26], [27], [33], [34], [36], [37], [39], [42], [64], [65],
[66], which can be summarized into three categories below:
1-NN based shallow methods: 1-NN, GFK and GFK-pls [24]
(here we only report the better model), SA [26], JDA [9],
DIP-CC [15], CDDA [16], ILS [11], JGSA [10], OTGL [64],
JDOT [65] and ATI [66]; Non-1-NN based shallow methods:
SVM?®, SA* [26], CORAL [27] and DGA-DA [20]; Deep meth-
ods: DDC [33], DAN [34], DANN [42], DRCN [37], RTN [12],
kNN-Ad [39], JAN [36], ADDA [43], and AutoDIAL [13].
Specifically, we re-run the public codes of GFK, SA, JDA,
DIP-CC, ILS, JGSA and CORAL, and we implement CDDA
and DGA-DA by ourselves. For the rest methods, the origi-
nally reported results are collected from their correspond-
ing papers if available. Besides, we run SA* and CORAL
with the provided source codes via LIBSVM.*

Regarding the basic DICE, we adopt the 1-NN classifier
during the training procedure due to its simplicity and
parameter-free property. Apart from the primal DICE, we
follow [9], [10] to develop two typical kernelized versions
DICE};,, DICE, s and compare them with the kernelized var-
iants of JGSA. To compare with non-1-NN based shallow
methods, we also introduce DICE,,,, that differs from DICE
in the last step where an overall SVM classifier instead of 1-
NN classifier is utilized to predict the final target labels.
Additionally, we enhance DICE with label propagation in
the pseudo label inference step, i.e., DICE},, and compare it
with DGA-DA. Note that all these methods are based on
Algorithm 1 without the ‘sampling-and-fusion’ strategy.

Training Protocol. For all the datasets in Table 1 except
Office-Caltech, unless specified otherwise, we exploit all the
source instances for training like [8], [9], [17]. Regarding the
Office-Caltech dataset, an additional ‘splitting’ protocol is

2. The code is available online at https:/ /tinyurl.com/y7gu2wg8.
3. https:/ /www.csie.ntu.edu.tw/~cjlin/liblinear/
4. https:/ /www.csie.ntu.edu.tw/~cjlin/libsvmtools/
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TABLE 2

Recognition Accuracies (%) on the Office31 Dataset
type | method A—D A—-W D—A D—-W WA W—D]|Avg. Gain
1-NN 552 50.6 412 948 40.8 98.6 | 63.5 -
GFK-pls 582 594 459 956 43.8 98.6 | 66.9 5.4%
SA 61.0 595 469 951 46.6 98.2 | 679 6.9%
z |JDA 665 688 563 97.7 535 996 |73.7| 16.1%
Z DIP-CC 56.0 519 440 953 423 98.8 | 64.7 1.9%
— |CDDA 641 652 550 972 53.8 99.8 | 725 | 14.2%
1LS 629 639 500 972 48.8 994 | 704 | 10.9%
JGSA 67.5 623 556 98.1 52.0 99.8 | 725 | 14.2%
DICE 67.5 71.9 57.8 972 60.0 100.0 | 75.7 | 19.2%
r, |DGA-DA 645 650 550 97.2 53.8 99.8 |72.5| 142%
~ DICElP 67.7 70.7 56.5 97.2 57.7 100.0 | 75.0 | 18.1%
Z |SVM 578 569 472 958 455 986 |67.0 -
iZI SA™ 594 577 472 951 46.5 99.0 | 67.5 0.7%
‘T.: CORAL 604 570 476 962 46.3 99.0 | 67.8 1.2%
S | ATI [66] 703 687 553 95.0 56.9 98.7 | 742 | 10.7%
Z DICEqym 68.5 72.5 58.1 97.2 60.3 100.0 | 76.1 | 13.6%
DDC [33] 644 618 521 950 522 98.5 |70.6 0.7%
DAN [34] 670 685 540 96.0 53.1 99.0 | 729 4.0%
g DANN [42] 723 730 534 964 51.2 99.2 | 743 | 141%
5 |DRCN [37] 66.8 687 56.0 964 549 99.0 | 73.6 5.0%
_é RTN [12] 710 733 505 968 51.0 99.6 |73.7 | 171%
- |kNN-Ad [39] 841 811 583 964 63.8 99.2 | 80.5 | T 15.6%
;_5 WDAN [69] 645 668 538 959 52.7 98.7 | 72.1 8.1%
JAN [36] 718 749 583 96.6 55.0 99.5 |76.0 8.4%
ADDA [43] - 75.1 - 97.0 - 99.6 | - -
AutoDIAL [13]| 73.6 755 581 96.6 59.4 99.5 | 77.1 | 1 10.0%

1 We calculate the gain over baseline network from the origin papers. I Some
results are cited from [36] where the baseline AlexNet scores a 70.1 percent
Avg. acc.

also adopted, which picks few source instances for each
class for training that is adopted in previous works [2], [24],
[26], [57], etc. Actually, we adopt the public 20 training
splits in [67], [68], where 20 instances per class are selected
for A and 8 for other domains. [, normalization is exploited
on all features including pixel and deep features, moreover,
we attempt z-score standardization for PIE in Table 5.

Parameter Setting. In this paper, we always set A to 1 and
the maximum number of iterations to 10, while two parame-
ters y,m are selected through 5-fold cross-validation in
Section 4.5. We also provide the optimal parameters here
for different datasets, Office31 (y = 0.05, m = 30), Office-
Caltech (y = 0.1, m = 10 for SURF & VGG-FCg 7, m = 15 for
DeCAF; & SURF with the ‘splitting” protocol), Office-Home
(y = 0.05, m = 100), PIE (y = 0.01, m = 100), MNIST-USPS
(y=0.1, m=10,30) and COIL20 (y =0.1, m = 10). We
include an experiment to show our solution’s robustness to
Ain Section 5.3.1.

5.3 Results of Basic Domain-Invariant Projection
In this section, we compare DICE and its extensions with
corresponding peer methods for unsupervised adaptation.
Results on the Office31 Dataset. Table 2 summarizes the
comparison results of Office31. We compare DICE with
several shallow methods including JGSA and ILS, DICE,,
with DGA-DA that also utilizes LP, and DICE,,,, with sev-
eral non-1-NN counterparts including CORAL and ATIL
Moreover, we show ten state-of-the-art (SOTA) end-to-end
AlexNet based DA methods for comparison. Apparently,
DICE, DICEy;, and DICE;,,,, outperform their peer methods
in terms of Avg., among which ATI is the SOTA shallow
method. Compared with deep DA methods w.r.t. the aver-
aged accuracy, DICE,,,, is only inferior to AutoDIAL and
kNN-Ad, yet, it beats all of them but kNN-Ad in terms of
the accuracy gain over baseline net. DICE,,,, also obtains
the highest accuracies on two small-scale tasks D < W and
acceptable performance for relatively large source A.
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Results on the Office-Caltech Dataset. As stated before, we
carry out various experiments for comparisons on this classic
dataset. First, we study the case: SURF and DeCAF; features
under the ‘full training’ protocol in Table 3. Compared with 1-
NN based methods, DICE obtains the best average accuracy
while wining 5 out of 12 cross-domain pairs, and the second-
best method JGSA merely winsonD — Wand W — A. Gener-
ally, DICE achieves the 2nd or 3rd highest results on other 5
tasks except for W 2 D. Regarding the average accuracy,
DICE also has a large advantage which improves 2.6% over
JGSA. Additionally, we compare the kernelized extensions of
DICE and JGSA with linear and RBF kernels, it is obvious to
find that DICE;;,, and DICE,,; achieve the best accuracies in
the majority of tasks, respectively. Carefully looking the aver-
age accuracy, DICE is always superior to JGSA for both ker-
nels. On one hand, exploiting the SVM classifier, DICE,
outperforms SA* and CORAL with a much larger improve-
ment. On the other hand, leveraging the label propitiation
technique, DICE,, also beats CDDA’s variant DGA-DA. Note
that all these extensions achieve better performance than
DICE.

Following [10], we also perform the comparison exper-
iment with high-dimensional DeCAF; features, via which
all the methods obtain higher results. Concerning the
average accuracy, DICE easily defeats the remaining shal-
low methods including OTGL and CDDA and wins 9 out
of 12 tasks, and JGSA is the second-best method. Besides,
DICEy;,, DICE;, and DICEy,,, consistently outperforms
their peer methods, including JGSAj;,, DGA-DA and SA*.
Even compared with SOTA shallow approaches, JDOT
and ATI, DICE,,, still win 8 out of 12 tasks and improves
the average accuracy by 3.8 and 0.5% respectively.
RTN [12] and AutoDIAL [13] are two SOTA deep DA
methods based on AlexNet, whereas, DICE,,,, still obtains
competitive results with them. Particularly, DICE,,, out-
performs RTN in 6 out of 12 tasks and AutoDIAL in 4 out
of 6 tasks.

Second, we also compare our methods with SOTA
approaches (e.g., CORAL [27] and ILS [11]) under the
‘splitting” protocol in Table 4. DICE is the best performing
method in 7 out 12 tasks and outperforms other 1-NN based
shallow methods in terms of the average accuracy. ILS and
CDDA are second-best performing methods that are only
inferior to DICE. However, the average accuracy of JGSA is
39.5%, which is much worse in this protocol. Besides,
DICEj, also easily beats DGA-DA in 10 out of 12 tasks. Once
replacing the SURF features with VGG-FC features, the
average accuracy of baseline 1-NN increases rapidly from
25.8% to nearly 71%. DICE is always the best performing
method, while JDA and JGSA are merely inferior to DICE
for different features respectively. Besides, the VGG-FCg
features are more favorable for unsupervised domain adap-
tation methods.

Results on the PIE Dataset. For the cross-domain facial
image recognition task, we extensively compare DICE with
several SOTA methods including OTGL [64], CDDA, and
JGSA, with two data preprocessing tools in Table 5. I, nor-
malization is a widely used tool especially for facial images,
but inspired by SURF features for Office-Caltech, we also
attempt to utilize z-score standardization for raw pixel fea-
tures. We can clearly find that z-score standardization is
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TABLE 3
Recognition Accuracies (%) on the Office-Caltech Dataset with Different Features Using the Protocol [9], [10]

data [1-NN GFK-pls SA JDA DIP-CC OTGL CDDA ILS JGSA DICE |JGSAj, JGSAss DICE;, DICEu:|SVM SA™ CORAL DICEgm | DGA-DA DICE),
A—C| 26.0 43.6 398 394 40.0 346 39.6 40.0 415 427 | 381 415 43.8 441 | 356 443 451 443 38.0 44.1
A—D| 255 446 369 395 369 389 382 401 471 49.7 | 459 452 48.4 433 |363 363 395 52.2 42.0 49.0
A—-W| 298 451 376 380 359 370 461 39.0 458 522 | 495 45.1 46.1 529 |319 383 444 53.2 522 52.9
C—A| 237 51.6  42.1 448 408 442 494 485 515 50.2 52.3 53.1 56.7 52.1 | 429 548 543 53.8 50.3 53.7
C—D| 255 433 459 452 452 445 49.7 459 459 51.0 48.4 48.4 44.6 47.1 | 338 452 363 51.6 52.9 51.6
C—>W| 258 441 322 417 373 389 38.6 414 454 481 | 458 48.5 51.9 45.1 | 346 444 386 54.9 45.8 53.9
D—A | 285 39.1 342 331 315 372 328 412 380 41.1 36.0 38.7 47.7 353 |343 394 377 42.6 37.1 41.2
D—C| 263 317 325315 306 324 337 346 299 337 | 302 30.3 37.7 335 |321 343 338 34.2 33.5 34.5
D—-W| 634 854 885 895 837 81.1 89.8 858 919 84.1 91.9 93.2 84.7 88.5 | 78.0 851 84.7 84.1 91.2 84.1
W—A| 23.0 31.8 343 328 276 394 367 376 399 375 41.0 40.8 38.6 378 |375 363 359 39.5 324 33.1
W—C| 199 343 288 312 288 360 320 312 332 37.8 32.7 33.6 34.7 358 |339 332 337 38.6 31.2 37.8
W—D| 59.2 879 885 892 917 840 911 86.0 905 87.3 90.5 88.5 86.0 943 | 809 834 86.6 87.3 91.7 87.3
Avg. | 31.4 485 451 463 442 457 481 476 50.0 513 50.2 50.6 51.7 50.8 |42.6 479 47.6 53.0 49.8 51.9
SURF 1y and DeCAF¢ |} features. (Two state-of-the-art (SOTA) shallow methods JDOT [65], ATI [66] and two SOTA end-to-end method RTN [12], AutoDIAL [13] are also compared.)
data |1-NN GFK-pls SA JDA DIP-CC OTGL CDDA ILS JGSA DICE|JGSAj, DICE;, [DGA-DA DICE;, [SVM SA*™ CORAL DICEgm JDOT ATI|RTN AutoDIAL
A—C| 837 821 80.8 8.0 789 855 858 779 849 859 | 850 85.8 86.7 86.9 |850 850 836 87.6 852 86.5[87.8 874
A—D | 80.3 822 86.0 86.6 809 850 86.6 79.0 885 89.8 | 854 90.5 89.2 89.8 | 879 873 847 91.1 879 92.8|929 -
A—-W| 746 732 763 831 69.8 83.1 814 820 810 86.4 84.8 79.7 86.4 88.8 |79.0 766 742 88.1 84.8 88.7]93.8 -
C—A | 90.0 921 894 91.0 898 922 916 874 914 923 91.8 91.3 92.3 929 | 914 922 912 93.4 915 93.8/932 943
C—D| 86.6 924 904 879 847 873 917 911 93.6 93.6 92.4 92.4 92.4 91.1 |89.8 885 879 95.5 89.8 89.6]/939 90.1
C—W| 78.6 844 80.0 824 722 842 888 776 868 93.6 85.1 84.1 89.8 93.2 | 80.0 820 807 95.3 88.8 93.6]96.6 963
D—A| 857 884 871 91.0 853 92.3 921 887 920 92.5 92.3 92.6 92.4 92.7 | 871 856 83.8 92.5 88.1 93.4|93.6 -
D—-C| 792 80.3 814 8.1 755 84.1 863 795 862 874 | 858 87.1 86.5 87.6 |788 769 716 88.5 843 859|834 86.9
D—-W/| 99.7 99.0 983 99.7 98.6 96.3 99.0 98.6 99.7 99.0 98.6 99.0 99.0 99.0 | 986 969 97.6 99.0 96.6 98.9| 98.6 -
W—A| 771 843 837 911 724 906 904 864 90.7 90.7 | 914 93.1 90.7 909 | 757 836 721 91.1 90.7 93.6|92.7 -
W—C| 74.8 765 793 853 70.3 815 855 79.1 850 853 84.7 829 85.6 86.0 | 720 743 674 88.0 82.6 86.3|84.8 86.8
W—D| 100 100 98.7 100 994 96.3 100 994 100 100 100 100 100 100 994 994 100 100 98.1 100 | 100 -
Avg. | 84.2 862 859 89.1 815 882 899 85.6 900 914 | 89.8 89.9 90.9 91.6 |854 857 829 92.5 89.0 91.9]92.6 -

" CDDA and its variant DGA-DA [16] are carefully implemented by ourselves, the original averaged accuracies of them with SURF features are 48.2 percent and
49.0 percent, and 89.1 percent and 90.8 percent for DeCAFs features, respectively. Unless specified otherwise, all the results of CDDA and DGA-DA are repro-

duced by ourselves. The Best Value is Highlighted in Bold and Red.

much better than [, normalization for almost all methods.
Regarding the basic baseline method 1-NN, the average accu-
racy increase from 34.8% to 50.8%. Compared with shallow
methods including OTGL, DICE wins all 12 tasks with great
scores, which leads the second-best method CDDA by 19.8%.
Similarly, DICE,,, and DICE,, also take significant advan-
tages in comparison over SVM and DGA-DA. Surprisingly,
once replaced with the z-score standardization, the improve-
ment of JGSA is even negative, while JDA owns the largest
improvement. For all cross-view face recognition tasks, DICE
win 16 out of 20 tasks, to the best of our knowledge, it is the
best performance on the PIE dataset.

Results on the Office-Home Dataset. Office-Home [59] is a
recently proposed benchmark dataset for cross-domain
object recognition. Following [27], we fine-tune the pre-
trained ResNet50 and ResNet152 models [32] on the
ImageNet with the labeled source domain and extract the
5th pooling features for unsupervised domain adaptation.
As can be seen from Table 6, DICE,, and DICE,,, also
take significant advantages in comparison over DGA-DA
and CORAL. Concerning the ResNet50-P; features, DICE
achieves the best performance except Pr — CI where
DICE is only inferior to CDDA. While utilizing the

ResNet152-P5 features for several 1-NN methods, the
results improve those with ResNet50-P; features by
nearly 8%. Among them, DICE still performs the best
while JDA, CDDA and JGSA are comparable to each
other. The results indicate that our method can achieve
much better performance regardless of the feature prepro-
cessing. Besides, we also show the original results in [59]
via a VGG-F network, our results can easily beat them in
terms of the recognition accuracies.

Results on the MNIST-USPS & COIL20 Dataset. To study
the cross-domain task on digit images, we further carry
out the experiments on the MNIST-USPS dataset [9] for
comparisons. As can be seen from Table 7, JGSA obtains
the best results among NN-based methods and DICE
ranks the 2nd for both M — U and U — M and the aver-
age accuracy. DICEy;, enhances the recognition accuracies,
it is still inferior to DGA-DA, however, the reported
results of CDDA and DGA-DA are much higher than
what we have reproduced. These two domains may per-
form differently, JGSA utilizes domain-specific projec-
tions which allows more flexibilities, making it better
than DICE. DICE,,, is the best SVM-based method, which
significantly outperforms the baseline methods. We also

TABLE 4
Averaged Recognition Accuracies (%) on the Office-Caltech Dataset with Various Features Under the ‘Splitting’ Protocol [67], [68]

feature SURF (800) [67], [68] VGG-FCg (4,096) [11] VGG-FC, (4,096) [11]

data |I-'NN GFK-pls SA JDA DIP-CC CDDA ILS JGSA DICE|SVM SA* CORAL DICEyn|DGA-DA DICE;, |I-NN JDA CDDA ILS JGSA DICE|I-NN JDA CDDA ILS JGSA DICE
A>C | 228 397 345 340 349 380 380 341 388 356 398 404 401 39.1 396 | 789 809 821 791 764 83.6 | 775 780 807 785 804 843
A—D| 220 382 323 388 325 362 375 366 394 |342 362 373 396 373 397 | 611 706 682 719 697 660 | 576 67.6 632 708 700 653
A—W| 251 405 321 39.9 345 391 386 376 412|323 378 388 418 408 429 | 701 810 781 819 750 766 | 706 768 77.1 800 80.1 77.7
C—A| 192 364 319 372 326 403 410 313 438 |349 397 396 455 412 448 | 806 873 865 861 894 895|807 871 859 868 873 89.4
C—D| 195 378 327 364 339 376 409 341 400 338 370 389 401 388 396 | 593 699 661 703 720 699 | 566 660 638 669 69.0 67.0
CoW| 171 326 271 324 294 336 356 360 392|300 327 333 396 355 405 | 668 804 771 80.6 788 79.8 | 644 775 753 813 814 804
D—A | 269 378 322347 341 376 39.6 40.8 40.8 |343 368 373 422 387 409 | 640 779 826 790 818 832|612 716 769 769 761 789
D—C | 246 326 307 294 318 328 344 268 333|313 333 337 333 334 338 | 612 738 761 676 732 787|593 653 713 679 710 765
D—W| 528 801 799 842 782 837 794 750 813 743 790 808 814 844 817 | 939 944 937 936 924 958 | 913 902 921 909 939 949
W—A| 207 367 319 358 326 368 371 325 384|355 358 370 389 378 387 | 712 878 865 858 891 888 | 712 894 838 850 882 89.2
W—C| 171 303 265287 282 320 315 245 337|310 311 3L6 342 325 345 | 673 80.1 80.1 768 763 820 | 668 769 792 750 796 829
W—oD| 420 705 718 757 723 770 694 644 757 | 682 708 723 757 776 761 | 913 939 928 875 89.8 881|886 891 904 849 923 875
Avg | 258 428 386 422 396 437 436 395 455|396 425 434 460 148 461 | 722 815 808 800 803 818 | 705 779 783 787 808 812

! The results of ILS differ those reported in [11] since 8 instead of 20 samples per class is utilized here for source domain C for fair comparisons.
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TABLE 5
Recognition Accuracies (%) on the PIE Dataset with Two Preprocessing Tools, l,-Normalization
and z-Score Standardization (" Last 6 Columns)

1037

data [1-NN GFK-pls SA JDA DIP-CC OTGL CDDA ILS JGSA DICE[SVM SA* CORAL DICEqm|DGA-DA DICE;, [1-NNT GFK-pls” JDAT CDDAT JGSAT DICET
PI—D2| 261 294 268 731 299 594 763 37.8 622 841|309 328 318 842 764 839 | 37.8 022 761 775 468 851
P1—P3| 266 283 282 693 328 587 723 352 60.0 77.9 |339 345 319 77.5 725 775 | 464 537 741 770 483  86.9
P1—P4| 30.7 346 309 90.1 367 - 921 366 80.6 959 |41.4 435 418 95.8 92.1 959 | 625 698 928 903 810 96.2
P1-P5| 167 218 19.6 551 127 484 607 21.8 451 66.5 |23.8 225 199 66.9 60.8 66.0 | 363 439 708 678 441 718
P2—P1| 245 300 264 738 258 619 770 404 682 813 |31.8 277 266 82.4 77.0 814 | 421 432 798 773 651 768
P2—P3| 46.6 455 480 749 534 644 775 318 649 740 |41.0 373 350 74.0 775 741 | 552 540 802 811 540 79.1
P2—P4| 541 571 543 838 50.1 - 871 459 77.6 88.6 | 622 585 59.7 89.5 87.1 884 | 66.3 69.1 904 885 828 935
P2—P5| 265 277 282 615 295 527 643 255 523 688 |288 271 259 70.8 63.6 68.0 | 41.1 426 683 704 448 723
P3—P1| 214 269 232 690 227 579 808 29.1 629 788|323 29.1 251 81.1 80.8 780 | 414 516 783 812 619 80.1
P3—P2| 41.0 414 443 745 363 647 722 319 603 767 |39.7 370 365 78.1 722 759 | 540 520 812 820 559 777
P3—-P4| 465 513 462 821 458 - 847 443 710 852 | 619 548 54.0 86.8 847 852 | 66.0 721 923 917 845 951
P3—P5| 262 317 289 604 202 528 643 180 512 708 |37.7 305 260 714 64.5 713 | 458 509 705 799 536 781
P4—P1| 33.0 428 363 902 314 - 93.6 481 844 933|577 524 483 94.1 93.4 933 | 645 726 951 897 836 96.8
P4—P2| 627 645 638 919 675 - 932 501 835 95.0 692 700 69.7 95.9 93.2 95.0 | 72.8 758 947 948 780  96.6
P4—P3| 73.2 73.3 73.2 90.1 76.8 - 922 632 80.8 923 |69.7 727 727 92.5 922 92.3 78.2 80.9 924 92.1 76.2 94.5
P4—P5| 372 447 381 694 365 - 740 40.6 659 811 |48.7 48.6 485 81.9 74.0 80.5 | 52.9 611 808 8.1 614 904
P5-P1| 185 314 234 59.6 142 457 681 257 535 73.8 294 345 320 75.7 67.7 742 | 304 453 641 673 500 794
P5—P2| 242 282 255 675 293 51.3 65.1 214 575 712|331 309 304 724 65.4 69.2 34.0 38.9 74.2 74.5 52.7 714
P5-P3| 283 344 286 695 317 526 705 317 543 741 |40.6 319 326 75.8 71.6 746 | 41.1 477 753 793 587 827
P5P4| 312 40.0 312 743 263 - 797 360 623 818 |51.5 451 445 83.7 79.7 83.5 | 46.6 593 817 803 784 89.5
Avg. | 348 392 363 740 355 773 358 649 80.6 | 433 411 396 815 773 80.4 | 50.8 563 807 814 631 847
TABLE 6
Recognition Accuracies (%) on the Office-Home Dataset with ResNet50-P; Features
data [1-NN GFK-pls SA JDA DIP-CC CDDA ILS JGSA DICE|DGA-DA DICE;,[CNN SVM SA* CORAL DICEwm|1-NNT JDAT CDDAT JGSAT DICET[DAN' DANN' DAH-e* DAH*
Ar—Cl | 359 358 36.1 405 355 408 374 408 41.8 40.8 41.8 | 36.0 36.5 36.7 36.3 42.6 394 428 42.6 419 43.5 30.7 33.3 29.2 31.6
Ar—Pr | 544 544 546 589 543 57.7 556 582 59.7 57.7 60.0 | 53.7 54.7 547 54.1 61.1 584 629 62.3 63.1 64.2 422 43.0 35.7 40.8
Ar—Rw | 64.9 65.0 65.0 675 649 663 653 675 67.7 66.3 67.7 | 64.6 649 653 653 68.3 682 70.0 69.2 70.1 70.5 54.1 54.4 483 51.7
Cl—Ar | 395 392 394 408 395 413 399 408 41.8 413 419 | 392 40.6 399 392 43.3 45.1 457 46.3 46.5 46.7 32.8 32.3 33.8 34.7
Cl—Pr | 484 484 479 519 480 51.7 47.6 52.0 52.6 51.7 52.5 489 48.1 483 479 54.3 49.1 54.5 529 54.1 54.6 47.6 49.1 48.2 51.9
Cl—Rw | 51.4 518 519 552 519 539 522 546 55.9 53.9 56.0 | 51.7 525 514 515 57.1 56.1  59.0 57.8 59.0 59.4 49.8 49.8 475 52.8
Pr—Ar | 41.8 423 422 451 419 46.1 426 453 47.0 46.1 47.0 | 41.2 420 414 415 48.3 474 497 50.5 50.4 51.8 29.1 30.5 299 299
Pr—Cl | 324 325 323 333 321 354 329 335 344 35.4 343 | 329 326 33.0 327 35.9 399 416 43.0 42.0 439 34.1 38.1 38.8 39.6
Pr—Rw | 64.1 641 63.8 672 637 66.0 640 664 68.0 66.0 68.0 | 63.2 644 644 641 69.2 67.7 70.8 69.6 70.5 71.8 56.7 56.8 55.6 60.7
Rw—Ar| 58.1 58.1 583 588 58.2 59.1 575 585 59.6 59.1 59.6 | 579 57.7 578 57.7 60.2 624 634 63.1 62.3 64.1 43.6 447 41.2 45.0
Rw—Cl| 39.5 39.5 40.0 442 392 453 422 438 457 453 458 | 39.5 40.1 40.0 395 46.2 434 470 479 46.2 48.0 383 427 45.0 45.1
Rw—Pr| 69.6 69.6 69.6 724 69.6 71.6 70.6 724 732 71.6 732 | 689 69.8 695 693 73.5 713 735 73.8 73.1 74.3 62.7 64.7 59.1 62.5
Avg. 50.0 50.1 50.1 53.0 499 529 50.6 52.8 54.0 529 54.0 [ 49.8 503 502 499 55.0 540 56.7 56.6 56.6 57.7 43.5 449 427 45.5
 ResNet152-P; fmtw@s,i Results [59] based on a VGG-F network.
TABLE 7

Recognition Accuracies (%) on the MNIST - USPS and COIL20 Datasets

data [1-NN GFK SA JDA DIP-CC CDDA' ILS JGSA DICE|[DGA-DAT DICE;, [SVM SA™ CORAL DICEsym
M—U | 659 68.6 67.870.6 67.1 762 712 80.4 76.9 82.3 783 [48.8 453 358 79.7
U—M | 44.7 50.1 48.8 60.0 46.3 62.1 549 68.2 64.8 70.8 65.2 |27.8 295 36.4 59.8
Avg. | 55.3 59.3 58.3 65.3 56.7 69.1 63.0 74.3 709 76.5 71.8 [38.3 374 36.1 69.8
C1—C2| 83.6 86.4 86.8 94.7 84.6 91.5 86.9 954 99.7 99.6 99.7 |77.6 832 82.1 92.5
c2—C1| 82.8 85.0 85.093.5 84.0 939 86.9 93.9 99.7 99.7 99.7 |74.6 825 81.8 94.4
Avg. | 83.2 85.7 85.9 94.1 84.3 92.7 86.9 94.7 99.7 99.7 99.7 |76.1 82.8 819 93.5

t The reproduced results are much lower than those reported in [16], hence we report the original results here.

display some recent results of OTGL [64] (U — M: 70.0, M
— U: 57.9) and RTML [19] (U — M: 61.8), whereas DICE
still beats them. Besides, DICE performs slightly better
than deep WDAN [69] (U — M: 72.6, M — U: 65.4).
Counter-intuitively, the 1-NN baseline method is even
better than SVM on this dataset, and this may explain
why DICE,,, is a bit lower than DICE.

The comparison results in Table 7 indicate that DICE
achieves the highest accuracies in all the tasks and settings.
Compared with RTML [19] (C1 — C2: 91.2), DICE is still the
better approach. Closer inspection shows that the perform-
ances are very close to 100% and SVM is again inferior to 1-
NN, explaining the performance degradation after incorpo-
rating SVM to DICE.

5.3.1 Ablation Study & Parameter Analysis

To verify the effectiveness of the proposed algorithm, we
perform an ablation study with its results shown in
Fig. 3. It is important to clarify that TCA [29] is also a spe-
cial case of DICE where Q"' = Q° in Eq. (14), i.e., only the
first term in Eq. (7) is considered. Afterwards, we respec-
tively incorporate source or target or both class clustering

promoting terms to TCA and JDA, and compare them on
six datasets. Regarding the former 4 datasets, both SC
and TC can always enhance the performance of TCA and
JDA, yet, they harm the performance for both methods on
MNIST-USPS and TCA on COIL20 due to the possible
accumulative errors in preliminary iterations. Roughly
speaking, JDA performs better than TCA and DICE
performs better than both, which indicates that all three
terms are essential in our method.

In addition, we conduct experiments to investigate the
sensitivity of our method to the weighting parameter .
Besides the range of [0,0.5,.. ., 3], we develop an automatic
method dubbed ‘auto’, where X is fixed to (ns + n:)/nsn:
without normalization in Step 7 of Algorithm 1. As can be
seen from Fig. 4, as A grows larger, the average accuracy
of every dataset increases and then decreases gradually.
As we expected, the optimal results are always achieved
when ) is fixed to 1, even for Office-Caltech and PIE, ‘) =
1" obtains competitive results with the highest accuracies
(51.5 and 81.1%). Despite its inferiority to ‘A = 1’, the ‘auto’
method is still acceptable that is much higher than JDA (X
= 0). Generally, the class weighting term is quite effective
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Fig. 3. Ablation study of our algorithm (SC/TC: source/target class clus-
tering). [Office-Caltech: SURF & PIE: l,-normalization & Office-Home:
ResNet50-P;]

and ‘A = 1’ is the optimal tradeoff where the inter-domain
and intra-domain objectives are balanced. Besides, we dis-
cuss the convergence of our method (target accuracies and
t-SNE visualizations) in Algorithm 1 in the Supplemental
Material.

5.4 Results of Random Ensemble Methods

As stated in Section 4.2 and Algorithm 2, we develop several
fusion methods below to investigate the effectiveness of
the proposed ‘sampling-and-fusion” strategy. Con-1-NN and
Con-SVM are two typical FF methods which concatenate all
projected features learned on different sub-domain pairs and
trains an overall 1-NN or linear SVM classifiers respectively;
MV-1-NN and MV-SVM are two representative MV methods
which count the votes from each 1-NN or SVM classifier built
on different sub-domain pairs and decide the most favorable
candidate category; WMV-1-NN is one typical example of
WMV methods which considers the continuous votes instead
of discrete votes. We adopt the same one-hot encoding as MV,
that only one candidate class owns non-zero score, but the
score is calculated as theratio > ;_, 8,, (v;)/7, where the neigh-
borhood size 7 is fixed at 10, and y; is the label of the ith near-
est neighbor. To exclude undesired randomness caused
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Fig. 4. Parameter study of our algorithm: averaged accuracy with param-
eter \ [Office-Caltech: SURF & PIE: I,-normalization & Office-Home:
ResNet50-Ps5]

by sampling, we run each method 10 times and report the
average and standard deviation for each method.

Clearly, this proposed fusion strategy is quite favorable
for distributed system which can alleviate the computation
burden from large-scale and high-dimensional datasets.
Yet, we are more interested in whether such strategy
improves the cross-domain recognition accuracy. To investi-
gate the effectiveness and sensitivity, in Fig. 5 we plot the
averaged recognition accuracies for an object dataset Office-
Caltech and a digit dataset MNIST-USPS while the sam-
pling densities §, 8;, 8 vary in the range of [0.1,0.2,...,0.9]
respectively. Then we carry out this ensemble methods with
merely feature sampling on several high-dimensional (i.e.,
d > 1,000) datasets with results shown in Table 8.

As can be seen in Table 8, almost all random ensemble
methods consistently outperform DICE and DICEy,, in
terms of the averaged recognition accuracies. Each class dis-
tributes uniformly on the COIL20 dataset and the recogni-
tion accuracy of the basic method DICE is rather high,
which may explain why the sampling strategy does not
work well. However, these relatively lower accuracies are
still much higher than that of the second-best method JGSA
(94.7%) in Table 7. Once observing the differences between
these ensemble methods, we find that WMV-1-NN wins
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Fig. 5. Averaged recognition accuracy (%) on the Office-Caltech dataset with SURF features using the ‘full training’ protocol (a-c) and MNIST-USPS
dataset (d-f) w.r.t. each sampling density §,, 8, and §; while the other two densities are kept fixed at 1.
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TABLE 8
Averaged Recognition Accuracy + Standard Deviation (%) on
Five ‘High-Dimensional’ (d > 1,000) Datasets
(8 =0.5,K = 10)

dataset DICE Conv-1-NN MV-1-NN WMV-1-NN|DICEg, Conv-SVM MV-SVM
Office31 75.7 754402 75.0+0.2 752+0.2 76.1 755%0.2 75.3%0.3
Office-Caltech| 91.4 91.4+0.1 91.84+0.1 92.24+0.2 924  923+03 924402
PIE (I2-norm.)| 80.6 81.6+£0.2 81.6+0.2 82.0+0.2 815  82.54+0.2 82.8+0.3
Office-Home | 54.0 54.14+0.1 54.1+0.0 54.4+0.0 550  54.5+0.0 55.1+0.0
COIL20 99.7  99.240.2  99.3+0.1 99.34+0.1 93.5 95.740.4 93.640.2
P1—-P2 84.1 84.0+1.0 83.5+1.5 835+1.1 842  83.0+1.1 83.6£1.3
P1-P3 779 79.4+18 792417 79.3+1.8 77.5 79.0+1.7 80.0£2.0
P1—P4 959 962+02 96.6+£03 96.5+0.3 95.8  97.0+0.1 96.6+0.3
P1—-P5 66.5 68.8+0.9 69.6+0.7 69.2+0.6 669  68.0+1.1 69.5£0.7
P2—P1 81.3 822407 81.8+0.7 82.54+0.6 824  83.7+0.5 83.6+0.7
P2—P3 740 76.6+04 762404 76.91+0.5 740  741+05 76.2+0.5
P2—P4 88.6 89.1+0.6 89.4+0.5 89.8+0.5 89.5  90.54+0.6 90.6+0.4
P2—P5 688 68.9+1.0 69.5+1.5 70.3%13 70.8  685+13 71.1+£1.2
P3—P1 788 78.7+0.7 787409 79.4%1.0 81.1 79.3+£0.8 80.6+£0.9
P3—P2 76.7 77.8+£0.7 773+10 77.9+1.1 78.1 78.6+0.9 78.6+1.1
P3—P4 852 873+0.6 87.4+07 88.140.6 86.8  89.4+0.7 89.4+0.6
P3—P5 70.8 70.9+0.8 71.5+0.6 71.8+0.6 714  71.7£09 73.0+0.8
P4—P1 93.3 94.5+£03 942+05 93.94+0.5 94.1 96.2+0.4 95.0£0.5
P4—P2 95.0 947+04 95.0+02 95.240.2 95.9 96.3+£0.2 96.1£0.2
P4—P3 923 92.04+02 91.9+05 92.0+0.5 925  92.34+0.3 92.0+0.3
P4—P5 81.1 81.4+04 81.3+05 81.84+04 81.9 829404 82.6+0.6
P5—P1 738 75.6x1.1 762412 76.3%12 757  78.6£0.7 78.1+£1.1
P5—P2 712 73.7+14 72.8%15 73.6%13 724  75.8+1.0 753+1.4
P5—P3 741 76.5+04 76.6+0.8 77.6+0.6 758  77.3+0.8 78.8+0.7
P5—P4 81.8 83.440.8 83.1+0.7 83.7+0.7 83.7  88.04+0.7 85.6+0.8

MV-1-NN and Conv-1-NN and MV-SVM beats Conv-
SVM in a majority of cases. This observation indicates
that majority voting is a better choice than concatenating
features for feature sampling. Looking carefully at aver-
aged accuracies for each task on the PIE dataset, the
ensemble methods based on both NN and SVM perform
better than their baseline models even though the
dimensionality is relatively smaller than general deep
representations. Moreover, compared with the averages,
the deviations are somewhat small, which indicate the
results obtained from random ensemble methods are
accurate and stable.

Besides the feature sampling, we also study the instance
sampling on the source and target domains for two bench-
mark datasets shown in Figs. 5a, 5b, 5d, and 5e), respec-
tively. Roughly looking these figures, WMV-1-NN always
achieves the best performance for different sampling
choices, which also outperforms MV-SVM and Conv-SVM
in a majority of sampling densities. Additionally, MV-1-NN
and MV-SVM consistently outperforms Conv-1-NN and
Conv-SVM respectively, which again validate that majority
voting is a better choice than concatenating features for fus-
ing different projections. When 8, > 0.3 or § >0.4 or
8; > 0.5, all the ensemble methods based on NN are supe-
rior to DICE on the Office-Caltech dataset. That maybe
because 10 object classes on the Office-Caltech are imbal-
anced and the label distributions of source and target are
also significantly different. While for the digit dataset, only
for large sampling densities like 0.7, 0.8, the fusion methods
are better than DICE. As we expected, &y is the most active
sampling density since the original feature dimensionalities
(800, 256) here are rather low.

5.4.1 Discussion of Hybrid Sampling

Both Fig. 5 and Table 8 describe the results of ensemble meth-
ods with single kind of sampling, that is to say, only one of
sampling densities [8;, &;, § 7] is less than 1.0. In this section, we
are also interested in whether fusion with hybrid sampling
works better than fusion with single sampling. For simplicity,
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TABLE 9
Averaged Recognition Accuracy + Standard Deviation (%) on
the Office-Caltech Dataset with SURF Features Under the
‘Full-Training’ Protocol for WMV-1-NN w.r.t. Different
Sampling Densities [4;, 8;, 4]

data |DICE _ DICE, DICE, DICE, DICE; DICEq
|[53, 5.6 f]‘ —  [0.8,1.0, 1.0] [1.0, 0.6, 1.0] [0.8, 0.6, 1.0] [1.0, 1.0, 0.9] [0.8, 0.6, 0.9]
ASC [4265 45004063 46231019 46431053 45021047 46.16L050
A—D [49.68 51.974+1.99 50.194+1.52 50.06+1.72 49.68+1.91 51.97-1.07
A—W [5220 52.0041.28 49.49+1.83 49.90+1.18 52.41+0.88 49.08+1.25
C—A  [50.21 55.5940.85 53.5540.80 54.551+0.65 54.66+0.72 54.82-0.55
C—D [5096 55.2942.36 53.254+0.97 54.014+2.68 54.27+1.05 53.50-+2.85
C—W [48.14 56274090 5173057 54244079 54.1740.73 54.24+0.83
D—A  |41.13 43.55+0.50 43.324+0.22 43.70+1.54 43.63+143 42.73+0.73
D—C  [33.66 35324059 35.64+0.80 35.87+0.32 35984034 36.06+0.52
DoW [84.07 82514128 86.244+0.78 85.154+0.88 84.20+0.78 85.63£1.26
WA |37.47 35894095 40.56+0.72 41.32+0.29 37.49+1.08 41.50+1.18
W—C [37.85 37474159 3654120 35554071 37.954+0.96 35.9040.76
WD [87.26 86.6240.78 87.01+0.35 86114123 87.52+0.73 87.52:£0.57
Avg.  |51.27 53121044 52.81+0.08 53.07£0.20 53.084033 53.261032

we exploit the Office-Caltech dataset with SURF features and
determine several relative large values for the sampling den-
sities with fixed K 10, the comparison results of WMV-1-NN
for each setting are shown in Table 9.

There exist two hybrid sampling settings, (i.e., DICEy
and DICE;) and three single sampling settings (i.e., DICE;,
DICE; and DICE;). First, we underline the results which are
higher than its counterpart method DICE without sampling.
Generally, methods with single sampling (8,,8;,8;) win
DICE in 6, 9, and 11 out of 12 tasks in terms of the averaged
accuracy, meanwhile, methods with hybrid sampling
DICEy; and DICE; beat DICE in 9 and 10 sub-tasks, respec-
tively. Among these fusion methods, DICE; is superior to
both DICE and DICE;, while DICE,; outperforms DICE;
but slightly inferior to DICE,. It indicates that hybrid sam-
pling show great potential to enhance the adaptation perfor-
mance at a lower computation cost.

Re-checking the results, we find that DICE; often per-
forms the best among the former 6 tasks where source
domains A, C are relatively large. Likewise, DICE, achieves
promising results for small-scale source domains D and W.
Combining both source and target instance sampling
together, DICE; not only advances the averaged accuracy
of DICE; but also obtains a lower deviation value 0.20 for
the overall dataset. This finding also works well on two
medium-sized sub-tasks A= C. In addition to instance sam-
pling, DICEg; further incorporates the feature sampling
and achieves the best performance except A—W, C—D.
For such cases, source domain is much larger than target
domain, sampling on the target instances severely destroy
the distribution, making the learned projection sub-optimal.

5.4.2 Robustness, Generalization and Large-Scale
Case

Additionally, we study several important issues including
robustness to source label distribution, generalization abil-
ity of the learned projections and performance on a large-
scale digit dataset SVHN—MNIST [39], [43]. Specifically,
we measure the robustness under uniform/non-uniform
source label distributions, while generalization ability rep-
resents the adaptation performance via learning projections
for classes ‘A,B’, and predicting cross-domain classes ‘C,D’.
More details can be found in the Supplementary Material,
available online.

Authorized licensed use limited to: INSTITUTE OF AUTOMATION CAS. Downloaded on June 09,2022 at 02:35:46 UTC from IEEE Xplore. Restrictions apply.



1040

6 CONCLUSION

In this work, we have analyzed the domain-irrelevant class-
clustering objective, and derived a novel objective function
to learn domain-invariant projection for unsupervised
domain adaptation. The optimal projection and pseudo tar-
get labels are alternately optimized, and in each iteration
the projection is computed in closed-form via solving a gen-
eralized eigenvalue problem, while the pseudo labels are
estimated via discriminative classifier trained on projected
source domain. To increase the discriminative ability of
final classifier, we first introduce the ‘sampling-and-fusion’
strategy into the domain adaptation task, where multiple
independent projections are optimized on coupled domain
subsets. Actually, this ensemble method can be naturally
parallelized and be flexible for large-scale and high-dimen-
sional datasets. Extensive experimental results demonstrate
that our methods converge fast in terms of recognition accu-
racy and achieve performances superior or comparable to
state-of-the-art approaches.

We believe that our methods are readily extended to
semi-supervised and multi-source unsupervised domain
adaptation tasks. This would be useful for some scenarios
where partial target data are labeled or multiple labeled
source domains exist. In this sense, label propagation can be
introduced to handle labeled target data, and multi-kernel
learning can be easily leveraged in multi-source fusion.
Besides, multiple domain-invariant projections are learned
independently, which does not consider the explicit correla-
tions between each projection. One interesting direction is
to collaboratively learn multiple projections, which is
expected to achieve more promising results. We intend to
investigate these problems in future work.
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