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Person re-identification (re-id) attempts to match pedestrian images with the same identity across non-
overlapping cameras. Existing methods usually study person re-id by learning discriminative features based
on the clothing attributes (e.g., color, texture). However, the clothing appearance is not sufficient to distin-
guish different persons especially when they are in similar clothes, which is known as the fine-grained (FG)
person re-id problem. By contrast, this paper proposes to exploit the color-unrelated feature along with the
head-shoulder feature for FG person re-id. Specifically, a color-unrelated head-shoulder network (CUHS)
is developed, which is featured in three aspects: (1) It consists of a lightweight head-shoulder segmentation
layer for localizing the head-shoulder region and learning the corresponding feature. (2) It exploits instance
normalization (IN) for learning color-unrelated features. (3) As IN inevitably reduces inter-class differences,
we propose to explore richer visual cues for IN by an attention exploration mechanism to ensure high discrim-
ination. We evaluate our model on the FG-relD, Market1501, and DukeMTMC-reID datasets, and the results
show that CUHS surpasses previous methods on both the FG and conventional person re-id problems.
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1 INTRODUCTION

Person re-identification (re-id) attempts to match pedestrian images with the same id across
non-overlapping cameras. Most of the existing re-id methods [3, 6, 13, 18, 20, 25, 59, 61, 64, 77]
assume that pedestrians wear various clothes and appearance features are sufficient for person
re-id. However, this can be problematic when people wear similar clothes. For example, in some
monitoring scenarios such as factories, schools, and banks, people always wear uniforms or similar
clothes. As shown in Figure 1, in these cases pedestrians are difficult to be distinguished based on
the clothing appearance. Conducting person re-id when people dress in similar clothes is called
the fine-grained person re-identification (FG person re-id) [67].

Recently, various methods have been developed to utilize local features [50, 52], pose infor-
mation [71, 74], or attention maps [5, 72] for the conventional person re-id problem. All these
methods mainly rely on the clothing attributes (e.g., style, color, textures) for feature matching.
However, people wear similar clothes, making these re-id methods ineffective on FG person re-
id. Although [67] proposed a new network to solve the video-based FG person re-id problem by
exploiting dynamic pose features in the video sequences, these features are not available for the
image-based FG person re-id problem.

In this paper, different from previous approaches, we propose to leverage the color-unrelated
representation and head-shoulder information to enhance the discrimination of re-id features. As
shown in Figure 2, the head-shoulder region provides a wealth of clues for re-id, such as the appear-
ance, gender, and haircut, which illustrates the potential of the head-shoulder information to solve
the FG person re-id problem. In addition, since color-related features (i.e., clothing appearance) are
not sufficient for retrieval on the FG person re-id, we tend to exploit the color-unrelated informa-
tion for a supplement. Instance Normalization (IN) [8] normalizes features with the statistics
of individual instances, and the instance-specific contrast information could be filtered out from
the content. Inspired by these merits, we tend to leverage IN for color-unrelated features extrac-
tion. Specifically, as shown in Figure 3, we design a three-stream network named color-unrelated
head-shoulder network (CUHS), which consists of a head-shoulder stream, a BN stream, and
an IN stream. The head-shoulder stream consists of a lightweight head-shoulder segmentation
layer for localizing the head-shoulder region and a head-shoulder attention network (HAN)
for learning the corresponding feature. The BN stream leverages Batch Normalization (BN) [17]
to learn the color-related representation. The IN stream exploits IN [8] to learn the color-unrelated
representation. However, IN inevitably results in the loss of some discriminative features [21]. To
alleviate this problem, we further propose to explore richer visual cues for IN by an attention
exploration mechanism to ensure the high discriminative ability.

Since there does not exist a benchmark for studying the image-based FG person re-id problem,
we introduce a new dataset called FG-reID, which contains 36,282 images of 2,784 identities. The
FG-relD dataset is divided into a black group and a white group by the different colored clothes, and
each group contains images of 655 and 586 identities, respectively. We conducted the experiments
on the FG-reID, Market-1501 [75] and DukeMTMC-reID [39] datasets. The results demonstrate
that our approach is effective on both fine-grained and conventional re-id problems.

The main contributions of this paper can be summarized as follows:

e We introduce the first dataset, namely FG-relD, for studying the image-based FG person re-
id problem. FG-reID dataset is divided into a black group and a white group according to the
different colored clothes and contains 36,282 images of 2,784 identities in total.

e We propose the color-unrelated head-shoulder network (CUHS) for FG person re-id prob-
lem. CUHS leverages the head-shoulder information and color-unrelated feature for a more
discriminative representation.
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Fig. 1. The illustration of the fine-grained person re-identification (FG person re-id) problem. The greatest
challenge on FG person re-id is that people in similar clothes are difficult to be distinguished by the clothing
appearance.
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Fig. 2. Head-shoulder region obtains valuable cues for fine-grained person re-identification, such as gender,
haircut, appearance, and glasses.

e We propose an attention exploration mechanism for alleviating the reduction of the
inter-class differences in the IN processing.

e CUHS surpasses previous methods on both fine-grained and conventional person re-id
problems.

This paper is built upon our preliminary work [60] with the following improvements. Firstly,
besides the head-shoulder information utilized in [60], we further propose to exploit the color-
unrelated features to assist fine-grained person re-id. Secondly, we consider instance normaliza-
tion and attention mechanism and develop an auxiliary stream to fully exploit color-unrelated
features. Thirdly, our method does not need additional labels as in [60], which requires labels for
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Fig. 3. Overview of the color-unrelated head-shoulder network (CUHS). (a) Our model is composed of three
streams: the BN stream extracts the color-related feature with batch normalization; the IN stream extracts
the color-unrelated feature with instance normalization and is designed as a two-branched structure. The
two branches are able to complement each other for exploring richer visual cues by the attention exploration
mechanism; the head-shoulder stream consists of a head-shoulder segmentation layer (HSL) for localizing
the head-shoulder region and a head-shoulder attention network (HAN) for extracting the corresponding
feature. (b) The head-shoulder attention network (HAN) structure. Here, ®, ®, GeM, GAP, GMP, L;,i, Lcross,
L, indicate element-wise addition, element-wise multiplication, generalized mean pooling, global average
pooling, global max pooling, triplet loss, cross-entropy loss, and L2 loss, respectively, and Ty is the coordinates
of the head-shoulder region bounding box.

subjects who wear black and white clothes for training. Fourthly, we simplify the model in [60]
and the number of parameters is considerably reduced. Fifthly, as DukeMTMC-reID [39] has been
withdrawn by its authors, we remove DukeMTMC-relD data from Black-reID [60] and add data
from CUHKO3 [28] to build the FG-reID dataset. Thanks to these improvements, the experiments
prove that our model outperforms [60] with a more lightweight architecture.

2 RELATED WORK
2.1 Person Re-identification

Person re-identification (re-id) aims at matching pedestrian images with the same id across non-
overlapping cameras. Re-id is usually treated as a classification task by many re-id methods, which
attempts to divide the people with the same identity label into one category. Many metric learning
and handcrafted features based methods [9, 24, 25, 29, 73] have been proposed. Recently, re-id
performance has made great improvements [11, 14, 27, 31, 40, 51, 54, 66] due to the developments
of CNNE.

We briefly divide re-id methods into four categories. The first class is part-based re-id [50, 52].
Part-based methods work on learning more discriminative local features by horizontally slicing a
person image or feature map into several parts and extracting local features individually. Sun et
al. [50] proposed Part-based Convolutional Baseline (PCB) for learning part-based features.
PCB slices feature maps into several horizontal grids, learning local features individually, and
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finally concatenating these part features for inference. Wang et al. [52] designed a multi-branch net-
work, which consists of two local branches for part-based features learning and one global branch
for global representation. However, part-based methods are influenced by pose variation, spatial
misalignment, and occlusions, as they may lead to feature misalignment during feature matching.

The second class is pose-based re-id [30, 34, 37, 46, 71]. Pose-based methods attempt to learn
semantic representations by pose information for feature alignment or generating person images
with corresponding poses. Zhao et al. [71] proposed the Spindle Net, which extracts local features
by pose information. Su et al. [46] designed a two-stream network for learning both the local
and global features and fused these two types of features by a proposed Feature Weighting
Net. [30, 34, 37] achieve pose normalization by generating person images of corresponding poses
to overcome the pose variations in the re-id. However, pose-based approaches are sensitive to the
accuracy of the pose estimation and the utilization of the pose estimators causes the network to
become bigger and slower.

The third class is attention-based re-id [65, 72]. Attention-based methods are robust to the back-
ground clutter by paying attention to a region of interest and could be trained under less super-
visory labels. Zhao et al. [72] proposed an attention-based model to divide the human body into
several semantic regions, accordingly learn the representations over the regions, and compute the
similarities between the corresponding regions of a pair of images as the matching score. Yang et
al. [65] proposed an attention augmentation model, namely Class Activation Maps Augmen-
tation (CAMA), to expand the response regions of the attention map for exploring richer visual
cues. CAMA consists of several branches which output various attention maps for a complement.

The fourth class is data-driven methods. Data-driven methods attempt to exploit GAN [37] or
construct data generation systems [48, 55, 68] for making full use of synthesized images. Zhang
et al. [68] construct a novel pipeline to generate a new synthesized dataset named UnrealPerson,
which consists of 3,000 IDs and 120,000 instances. Qian et al. [37] proposed pose-normalization
GAN (PN-GAN) for generating synthesizing person images conditional on the pose and hereafter
extracting features robust to pose variations.

Our model is a pose-based method. Compared to the other pose-based methods, we simplify the
pose estimators by a proposed head-shoulder segmentation layer for head-shoulder localization.

2.2 Fine-grained Person Re-identification

Most of the re-id methods assume that people are wearing clothes of different styles such that
they can be distinguished by their appearance features. However, this assumption is problematic
when people wear similar clothes. Yin et al. [67] proposed the study of the FG person re-id, which
refers to conducting re-id when people dress in very similar clothes. [67] proposed a network to
exploit dynamic pose features in the video sequences for video-based FG person re-id. [67] also
built the first video-based FG person re-id dataset named fine-grained person re-identification
(FGPR), which contains 385 identities. However, dynamic pose features are not available on the
image-based FG person re-id problem. Yan et al. [63] proposed to learn fine-grained features by a
pairwise loss function that enforces a bounded penalization on the images of large differences and
an exponential penalization on the images of small differences. This paper focuses on image-based
FG person re-id. In our work, we introduce an image-based FG person re-id dataset and design a
network to exploit head-shoulder information and color-unrelated features for dealing with the
FG person re-id problem.

3 METHOD

We show the structure of the proposed color-unrelated head-shoulder network in Figure 3.
CUHS is composed of the Batch Normalization (BN) stream, Instance Normalization (IN) stream,
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and head-shoulder stream. The BN stream and IN stream work on extracting color-related and
color-unrelated representation, respectively. The head-shoulder stream focuses on localizing the
head-shoulder region and extracting the corresponding representation. The model is trained
end-to-end using L2 loss, triplet loss, and cross-entropy loss. During inference, we attempt to
retrieve pedestrians by calculating the Euclidean distance between features.

3.1 Backbone

We use the ResNet50 [10] fashion network as the backbone, which consists of a convolutional layer
(res_conv1) and four residual blocks (res_conv2 - res_conv5). As shown in Figure 3, we retain the
original ResNet50 [10] before res_conv4_2 as the common base model and divide the parts after
res_conv4_1 into three independent streams.

3.2 Batch Normalization Stream

We extract the color-related feature through the BN stream. Let X € RNXCXHXW denotes a feature
map extracted from an input image, where N,C, H, W respectively indicate the batch size, the
number of channels, the height, and the width. The BN layer normalizes features by:

b
bn . X—p"
Vobn® 4 e
where € > 0 is a small constant to avoid divided-by-zero, y?” € RC and " € RC are affine

parameters. z®" € RC and 6”" € RC are respectively mean value and standard deviation calculated
with respect to a mini-batch and each channel:

BN(X) =y +p, (1)

@)

bn:ZnZh,wX and O'bnz ZnZh,w(X_ybn)z
K N-H-W N-H-W

where ;?" and o?" are updated by the moving average operation [17] at training time and fixed
during inference. We retain the original ResNet50 [10] after res_conv4_2 as the BN block for ex-
tracting color-related features. Specifically, a feature map FEN € REXWXC s firstly extracted by
the BN block, in which H, W, C denote the height, width, and channel number, respectively. Then,
FBN is processed successively by the Global Average Pooling (GAP) and a 1 X 1 convolution
layer for channel reduction, producing the color-related representation f5N € RX1X1,

3.3 Instance Normalization Stream

IN layers [8] normalize features by:
X — pin
Voin® 4 ¢

Different from BN, mean value x'* and standard deviation ¢ here are calculated with respect to
each sample and each channel:

, X o [Sh = piny?
'um _ Zh,w and ol = Zh,w( H ) ) (4)
H-w H-W

After being processed by IN layers [8], the instance-specific contrast information (i.e., color and
style information) could be filtered out from the content. Therefore, we construct the IN stream for
extracting color-unrelated features. We replace BN layers in the BN block with IN layers to con-
struct the IN block. However, IN inevitably results in the loss of some discriminative features [21].

INX)=y™- + . 3)
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To alleviate this problem, we design a two-branched structure. The two branches are able to com-
plement each other for exploring richer visual cues.

In the first branch, firstly, a feature map F; € RE*WXC is extracted by the IN block. Then, F; is
processed by the GAP and a 1 X 1 convolution layer to produce the color-unrelated representation

N of size ¢ X 1 X 1.

In the second branch, firstly, a feature map F, is extracted by the IN block. Then, we propose
an Attention Exploration Mechanism for exploring more visual cues. As shown in Figure 3 (a),
we calculate the spatial attention map of the F; by:

c
A=F ()
n=1

where F[" denotes the n-th channel of feature F; and A is the spatial attention map of F;. After that,
we set the top-k values in the spatial attention map A to be zero and others to be one to generate a
mask A’. A’ would mask the spatial peak response of the first IN branch and encourage the second
IN branch to explore other interesting regions. We apply A’ to the F, as follows to make the second
branch work on exploring more visual cues:

F,=F,0A, (6)

where © denotes the element-wise multiplication. Then, the representation F2 is processed by the
GAP and a 1 x 1 convolution layer to produce another color-unrelated representation f;/~ of size
cX1X1.

3.4 Head-Shoulder Stream

Head-shoulder Feature Construction. The head-shoulder region is loosely defined and a slight
offset of the head-shoulder region localization would have little effect on the re-id performance.
Therefore, different from other pose-based methods [30, 34, 37, 46, 71] which adopt off-the-shelf
pose estimators for localizing body parts (e.g., arms, legs) and extracting features from them, we
localize the head-shoulder region by a proposed lightweight head-shoulder segmentation layer.
Furthermore, to increase the quality of the head-shoulder representation, a head-shoulder atten-
tion network is designed for feature enhancement.

As shown in Figure 3, we propose the head-shoulder stream for localizing the head-shoulder
region and extracting corresponding features. The BN block in the head-shoulder stream is the
same as that in the BN stream. Inspired by the Spatial Transformer Network (STN) [19], the
HSL is designed for applying an affine transformation (i.e., scaling, translation, and rotation) to
the feature map. As what we need is a bounding box to represent the head-shoulder region, we
just let the HSL scale and translate, equivalent to give HSL the ability to crop on the input person
image. The process of the HSL can be formulated as follows:

Xt
(xs) _ [sx 0 tx] i )
Ys 0 sy 1ty 1
where x;,y; and x;,ys are the targets and source coordinates, respectively, z,,t, and s,s, are trans-
lation and scaling parameters, respectively. As shown in Figure 3, the affine transformation pa-
rameters Ty (e.g., tx,ty,Sx,Sy) are produced by the fully connected layer of size C X 4, and then the
head-shoulder region bounding box is generated based on the Tj.

Specifically, a feature map F;3 € RH*WXC s firstly extracted by the BN block, then the
head-shoulder bounding box is produced by the HSL and leveraged to crop the head-shoulder
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representation F3 € RPWXC from F;. After that, F3 is successively processed by the head-shoulder
attention network (HAN), Generalized Mean Pooling (GeM) and a 1 X 1 convolution layer to
produce the head-shoulder feature fj, € RE¥1,

Head-shoulder Attention Network. The structure of the head-shoulder attention network
(HAN) is shown in Figure 3(b). Since different channels and spatial locations of the feature map
represent different patterns and semantics, respectively. HAN works on both spatial and channel
dimensions to enhance the head-shoulder features.

For the channel attention, the feature map F; € RM™WXC firstly passes through a gating mech-
anism which is composed of a GAP, a fully connected layer F, € RC*% for dimension reduction,
a RELU activation, another dimension incrementation fully connected layer F; € R7*C and a sig-
moid activation o, where r denotes the reduction ratio. Then, the channel attention is conducted
with a shortcut connection as follows:

FC:F;+F;'D, (8)

D = o(F;ReLU (F,GAP(X))), (9)

where - is element-wise multiplication and F, is the enhanced feature map in the channel
dimension.

For the spatial attention, we enhance the feature map by strengthening the peak responses in
the spatial location, which is formulated as:

fp =Fe-S, (10)

c
Szo(ZFC"), (11)

where fh is the enhanced head-shoulder representation, and F!' denotes the n-th channel of feature
Fe.

3.5 Model Training
During the model training, we employ cross-entropy loss and triplet loss for classification and
metric learning, respectively. We treat the re-id task as a multi-class classification problem. The
cross-entropy loss is defined as follows:
N wWlLf;
e i
Loo==Ylog—" (12)
i=1 Zle Vi li
where N denotes the batch size, C is the categories number in the training set, and Wy denotes the
weight for the k-th class.
We use the batch-hard triplet loss [15], which is applied to the hardest examples in a mini-batch
for a more discriminative representation learning. The triplet loss is formulated as follows:

k M

-Etriplet = E E [ + max ||le - f;,||z—
i=1 a=1 p=1...M
in ||} - £,l2] "
min - ,
n=topp @ ol
j=1...K
j#i

where f, ffj , f are anchor features, positive features, and negative features, respectively. « is
a hyper-parameter to control the margin between the negative and positive pairs in the feature
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Black Group White Group

Fig. 4. Some examples of the FG-relD dataset. The FG-relD dataset consists of a black group and a white
group.

space. In each mini-batch, we sample k identities with M images per identity to calculate the triplet
loss.

The cross-entropy and triplet loss are applied to fBN, f;,, fIN and £V for model training and
balanced by the parameters 1; and 7, as follows:

L=mLee +mLiriples- (14)

In addition, we employ L2-loss to the head-shoulder segmentation layer, which is formulated as
follows:

_ 1 i i)12
L= E;Nnc —r(p")IIZ, (15)

where N denotes the batch size, ¢’ and p’ are the ground-truth and predicted coordinates of the
head-shoulder region bounding box in the i-th image, and r is the transformation function that
transforms ¢’ and p’ to the same coordinate system.

During model training, we first train the HSL with Equation (15), then freeze HSL and train the

model with Equation (14). During inference, we concat fBV, fIN, fIN and f; for person re-id.

4 THE FG-REID DATASET

We introduce the FG-reID dataset for the FG person re-id problem. FG-reID is derived from the
CUHKO3 [28], Market-1501 [75], Occluded-REID [84], and Partial-REID [76] datasets.

4.1 Description

We put some examples of the FG-reID dataset in Figure 4 and the details of the dataset are illus-
trated in Table 1. The FG-reID dataset has several advantages as follows. Firstly, this is the first
dataset that focuses on the image-based FG person re-id problem. The FG-reID dataset is divided
into two groups by the different colored clothes. The first group is called the black group, which
contains 5,756 images of 655 identities in the training set, 1,471 images of 418 identities in the
query set, and 3,947 images of 837 identities in the gallery set. The second group is called the
white group, which contains 10,040 images covering 586 identities in the training set, 2,756 query
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Table 1. The Descriptions of the
FG-relD Dataset

Black Group | White Group
#id | #img | #id | #img
train 655 | 5,756 | 586 | 10,040
query | 418 | 1,471 | 628 | 2,756
gallery | 837 | 3,947 | 706 | 12,312

Dataset

images of 628 identities, and 12,312 gallery images of 706 identities for the test. Secondly, the head-
shoulder region bounding box is provided and people who wear black and white clothes have been
labeled. Thirdly, we add some people wearing clothes of other colors to the two groups. The rea-
son for this is that we want our model to be effective for both Fine-Grained and conventional re-id
problems.

4.2 Data Collection

We pick out 170, 5, 24, and 57 subjects who wear black clothes from CUHKO03 [28], Partial-REID [76],
Occluded-REID [84], and Market-1501 [75], respectively for the black group. We also pick out
336 pedestrians who wear white clothes from Market-1501 [75] to build the white group. Further-
more, we add a small number of people who wear clothes of other colors to the two groups.

5 EXPERIMENT
5.1 Implementation Details

Datasets. To investigate the effectiveness of our model on both the FG and conventional re-id
problems, we evaluate our method on the following three datasets. (1) The FG-reID dataset, which
is established by us and contains 1,241 and 1,543 identities in training and test sets, respectively. (2)
The Market-1501 [75] dataset which is captured by six cameras and in total offers 32,688 images of
1,501 identities. (3) The DukeMTMC-relD [39] dataset which contains 1,404 subjects, 16,522 images
in the training set, 2,228 images in the query set, and 17,661 images in the gallery set. Furthermore,
we provide the head-shoulder region bounding box for the DukeMTMC-reID and Market-1501
datasets.

Training Details. We resize images to 384 X 128. We set the batch size N to 64 and channel
number ¢ to 1536. We adopt data augmentation including random erasing [81] and horizontal
flipping. Following other works [50, 52], the GAP and fully connected layers at the end of the
original ResNet-50 are removed and we set the stride of the last convolutional layer to 1. We first
train the head-shoulder segmentation layer (HSL) for 50 epochs and freeze it. Then, we train
the whole network for another 90 epochs. We utilize adaptive gradient (Adam) [23] to optimize
the network with f;, f, and weight decay of 0.9, 0.999, and 5e-4, respectively. We initially set the
learning rate to be 3e-4 and then divide it by 10 at 40 and 70 epochs. The parameters 1; and 7 in
Equation (14) are set to 1 and « in Equation (13) is set to 0.3.

Evaluation Metrics. Cumulative Matching Characteristic (CMC) curves and mean aver-
age precision (mAP) are used as the protocols to evaluate the re-id performance. We conduct
experiments in a single query setting.

5.2 Comparison with State-of-the-art Methods

Results on FG-reID Dataset. Table 2 shows the comparison of our method with previous
methods (i.e., PCB [50], AlignedReID [69], HAA(ResNet50) [60], HAA(MGN) [60], Top-DB-
Net [38], APNet-C [2], MGN [52], ReIDCaps [16], ISP [83], RGA [70]) on the FG-relD dataset,
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Table 2. Quantitative Comparisons with State-of-the-art Methods on FG-relD Dataset

Black Grou White Grou .
Method AP Rankr-) TTmAD RankI-)l Params Size (MB)
AlignedRelD [69] 71.2 73.8 80.5 91.3 -
PCB [50] 68.5 75.3 78.2 90.8 -
MGN [52] 76.6 78.8 85.8 94.3 262.5
ReIDCaps [16] 69.5 75.2 81.8 92.1 -
ISP [83] 67.5 74.2 80.2 91.0 -
RGA [70] 71.5 73.5 81.4 92.8 -
HAA(MGN) [60] 782 | 809 | 881 | 953 486.2
Top-DB-Net [38] 708 | 745 | 837 | 93.1 -
APNet-C [2] 74.6 77.3 87.2 93.8 -
Baseline 71.5 73.8 75.8 89.5 91.7
HAA(ResNet50) [60] | 76.2 | 78.7 | 844 | 935 335.4
CUHS (ours) 80.1 82.5 88.5 95.5 342.3

The bold number denotes the best performance. All the methods use ResNet50 [10] as the
backbone. Our model outperforms other methods on the FG-reID dataset.

all the methods use ResNet50 [10] as backbone. The results illustrate that CUHS outperforms
other methods in dealing with the FG person re-id problem. Specifically, in the black group,
HAA (ResNet50) gets 76.2% mAP and 78.7% rank-1, HAA (MGN) gets 78.2% mAP and 80.9%
rank-1, and our CUHS obtains mAP and rank-1 of 80.1% and 82.5%, respectively, exceeding HAA
(ResNet50) by 3.9% mAP and 3.8% rank-1, and exceeding HAA (MGN) by 1.9% mAP and 1.6%
rank-1. In the white group, the results also show that CUHS gets the best result with 88.5% mAP
and 95.5% rank-1, which surpasses HAA (ResNet50) by 4.1% mAP and 2.0% rank-1, and exceeding
HAA (MGN) by 0.4% mAP and 0.2% rank-1. Furthermore, Table 2 shows that the parameters
size of CUHS is about 342.3MB, which is comparable with HAA (ResNet50) and 143.9MB smaller
than the HAA (MGN). The results prove that CUHS is effective in solving the FG person re-id
problem.

Results on Market-1501, DukeMTMC-reID and MSMT17 dataset. To evaluate our method
on the conventional re-id problem, we show the comparison between our method and previous
methods on the Market-1501 [75], DukeMTMC-relID [39], and MSMT17 [57] datasets in Table 3.
All the methods use ResNet50 [10] as the backbone and are classified into five categories. Pose-
guided methods attempt to extracting local features with the help of the pose information and
precisely align these representations during feature matching. Part-based methods horizontally
slice feature maps or images into several grids and train them individually to improve re-id perfor-
mance. Attention-based methods compute attention maps to increase the attention weights of the
discriminative regions of interest. Head-shoulder methods leverage head-shoulder information to
assist re-id. Note that re-ranking [80] is not adopted in all the reported results for fair comparisons.

Table 3 shows that CUHS also gets the best results on both the Market-1501, DukeMTMC-relD,
and MSMT17 datasets. Specifically, on the Market-1501 dataset, HAA (ResNet50) achieves mAP
of 85.6% and rank-1 of 94.2%, HAA (MGN) achieves mAP of 89.5% and rank-1 of 95.8%, but our
CUHS achieves mAP and rank-1 of 90.1% and 96.1%, respectively, exceeding HAA (ResNet50) by
4.5% mAP and 1.9% rank-1, and exceeding HAA (MGN) by 0.6% mAP and 0.3% rank-1. On the
DukeMTMC-relD dataset, the results also show that CUHS gets the best result with 80.7% mAP
and 89.7% rank-1, which surpasses HAA (ResNet50) by 6.5% mAP and 3.3% rank-1, and surpasses
HAA (MGN) by 0.3% mAP and 0.3% rank-1. On the MSMT17 dataset, CUHS outperforms other
methods by at least 1.5% mAP and 0.8% Rank-1 accuracy.
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Table 3. Quantitative Comparisons with State-of-the-art Methods on Market-1501, Duke MTMC-relD,
and MSMT17 Dataset

Market-1501 | DukeMTMC-reID | MSMT17

Method mAP [Rank-1|mAP| Rank-1 |mAP |Rank1
Basic-CNN Baseline 84.6 | 933 | 753 86.2 50.2 | 74.1
Spindle [71] - 76.9 - - - -
MSCAN [26] 575 | 808 | - - - -
PDC [46] 634 | 841 | - - - -
Pose Transfer [30] | 68.9 | 87.7 | 48.1 68.6 - -
PN-GAN ([37] 72.6 89.4 53.2 73.6 - -
PSE [41] 69.0 | 877 | 62.0 79.8 - -
Pose-guided methods MGCAM [45] 74.3 | 83.8 - - - -

MaskRelD [35] 753 | 90.0 | 619 78.9 - -
Part-Aligned [47] 79.6 | 91.7 | 84.4 69.3 - -

AACN [62] 66.9 | 859 | 593 76.8 - -
SPRelD [22] 813 | 925 | 71.0 84.4 - -
PIE [74] 539 | 787 | - - - -
PGFA [32] 768 | 91.2 | 655 82.6 - -
HORelD [51] 849 | 942 | 756 86.9 - -
BPBrelD [44] 87.0 | 95.1 | 783 89.6 - -

AlignedReID [69] | 793 | 918 | - - - -

Part-based methods PCB+RPP [50] 81.6 | 93.8 | 69.2 833 - -

MGN [52] 86.9 | 95.7 78.4 88.7 - -
Deep-Person [1] 79.6 | 92.3 | 64.8 80.9 - -
DLPAP [72] 634 | 810 | - - - -
HA-CNN [36] 75.7 | 912 | 63.8 80.5 - -
DuATM [43] 76.6 | 914 | 646 | 818 - -
OSNet [82] 84.9 94.8 73.5 88.6 52.9 78.7
BDB [7] 86.7 95.3 76.0 89.0 - -
Attention-based methods GASM [12] 847 | 953 | 744 88.3 52.5 | 79.5
ABDNet [4] 88.3 95.6 78.6 89.0 60.8 82.3
FED [56] 86.3 95.0 78.0 89.4 - -
NFormer [53] 91.1| 94.7 | 83.5 89.4 - -
CARL [58] 89.2 95.8 81.4 91.2 - -

HAA (MGN) [60] 89.5 95.8 80.4 89.0 - -
Head-Shoulder methods | HAA (ResNet50) [60] | 85.6 | 94.2 | 74.2 86.4 - -
CUHS (ours) 90.1 96.1 | 80.7 89.7 62.3 | 83.2
The bold number denotes the best performance. All the methods use ResNet50 [10] as the backbone. Our method
achieves the best performance on both the Market-1501, DukeMTMC-reID, and MSMT17 datasets.

Results on FG-reID V2 dataset. To further evaluate the effectiveness in solving the FG re-id
problem, we build a more challenging benchmark named FG-reID V2. Specifically, we combine
the training sets and galleries of CUHKO03 [28], Partial-REID [76], Occluded-REID [84], and
Market-1501 [75], and pick out their query subjects wearing black clothes and white clothes,
respectively, to build the new query set for FG-reID V2. We compare our method with state-of-the-
art methods (i.e., PCB [50], HAA(ResNet50) [60], HAA(MGN) [60], Top-DB-Net [38], APNet-C [2],
MGN [52]) on FG-reID V2 dataset, as shown in Table 4. All the methods use ResNet50 [10] as
the backbone. The result shows that our method achieves the best result, with mAP of 73.4%,
86.7% and rank-1 of 77.5%, 93.8% on the black group V2 and white group V2, respectively. In
addition, we can find that the performance on FG-reID V2 is lower than that on FG-relD, as
shown in Table 2. This illustrates that FG-reID V2 is more challenging for evaluating FG re-id
performance.
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Table 4. Quantitative Comparisons with State-of-the-art Methods
on FG-relD V2 Dataset

Black Group V2 | White Group V2
Method mAP | Rank-1 | mAP | Rank-1
PCB [50] 625 | 698 | 775 87.9
MGN [52] 68.5 73.6 81.1 90.0
Top-DB-Net [38] 645 | 721 | 813 91.3
APNet-C [2] 728 | 761 | 859 | 925
HAA(MGN) [60] 714 | 756 | 855 91.8
Baseline 65.2 72.6 78.3 88.2
HAA(ResNet50) [60] | 69.1 | 742 | 80.6 90.1
CUHS (ours) 734 | 775 | 86.7 | 93.8

All the methods use ResNet50 [10] as the backbone. The bold number
denotes the best performance. Our model outperforms other methods on
the FG-reID V2 dataset.

Table 5. Ablation Study on the Proposed IN Stream and Pooling Methods on the FG-relD,
Market-1501, and DukeMTMC-relD Datasets

Method Black Group | White Group | Market-1501 | DukeMTMC-relD
mAP | Rank-1 | mAP | Rank-1 | mAP | Rank-1 | mAP | Rank-1
Baseline 71.5 73.8 75.8 89.5 84.6 93.3 75.3 86.2
CUHS-1 IN 76.6 78.1 86.4 95.0 88.9 95.7 78.9 89.0
CUHS (GMP) | 75.7 78.1 86.2 93.9 89.1 95.5 79.2 88.9
CUHS (GAP) | 79.7 82.4 87.0 94.5 89.2 95.1 79.3 88.9
CUHS (ours) | 80.1 82.5 88.5 95.5 90.1 96.1 80.7 89.7

CUHS-1IN indicates only utilizing 1 IN branch in the IN stream. GMP and GAP indicate global max pooling
and global average pooling, respectively. Rank-1 accuracy (%) and mAP score (%) are reported.

5.3 Ablation Study

Ablation study on the proposed IN stream. To evaluate the effectiveness of the proposed IN
stream, we compare CUHS with CUHS-1IN, which indicates only utilizing one IN branch in the IN
stream. The results are shown in Table 5. From Table 5 we can find CUHS outperforms CUHS-1IN
on all the datasets. Specifically, CUHS achieves mAP scores of 80.1%, 88.5%, 90.1%, and 80.7% on
the black group, white group, Market-1501, and DukeMTMC-reID datasets, respectively, which
is 3.5%, 2.1%, 1.2%, and 1.8% higher than the corresponding metrics of CUHS-1IN. The results in
Table 5 have validated the effectiveness of the proposed IN stream.

Ablation study on the pooling methods. In the CUHS, GeM pooling is adopted in the head-
shoulder stream. In Table 5, we compare GeM pooling with other pooling methods and evaluate
the effectiveness of the GeM pooling on the FG-reID, Market-1501, and DukeMTMC-relD datasets.
From Table 5 we can find that CUHS achieves the best results on all the datasets, with mAP of
80.1%, 88.5%, 90.1%, 80.7% and rank-1 of 82.5%, 95.5%, 96.1%, 89.7% on the black group, white
group, Market-1501, and DukeMTMC-relD, respectively, which surpasses other pooling methods
by at least 0.4%, 1.5%, 0.9%, 1.4% and 0.1%, 1.0%, 1.0%, 0.8% in mAP and rank-1, respectively. GeM
pooling is formulated as follows:

HXW 7
GeM = (Z xfn) (16)

n=1
c=1...C
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Fig. 5. Ablation study on the attention exploration mechanism on the FG-relD, Market-1501 and
DukeMTMC-relD datasets. Top-k denotes that the top-k values of the first IN stream attention map are
set to zero in the attention exploration mechanism. rank-1 accuracy (%) and mAP score (%) are reported.

where n = 1...H X W is a ‘pixel’ in the feature map, ¢ = 1...C is the channel number, x.,, is
the corresponding tensor element, and 6 is a learnable parameter. The localization degree of the
feature map response increases with the increase of P. GeM pooling could be learned between the
GAP(p = 1) and GMP(p = o). Therefore, the appropriate size area of the feature map could be
aggregated for pooling by learning the p, which varies between the ‘pixel” and ‘whole image’.
Ablation study on the attention exploration mechanism. In this part, we mainly evaluate
the effectiveness of the attention exploration mechanism. The results on FG-reID, Market-1501,
and DukeMTMC-relD datasets under different top-k are illustrated in Figure 5. Top-k denotes
that the top-k spatial peak responses of the first IN branch are masked by the attention explo-
ration mechanism. Top-k equals 0 means that the attention exploration mechanism is not utilized.
Rank-1 accuracy (%) and mAP score (%) are both reported. Firstly, in Figure 5(a), we can find that
CUHS achieves the best result in the black group when top-k equals 5, which leads to performance
improvements of approximately 1.8% and 1.6% for rank-1 accuracy and mAP score, respectively,
compared to when top-k equals 0. Secondly, in Figure 5(b), the results show that CUHS achieves
the best performance in the white group when top-k equals 5, leading to improvements of ap-
proximately 1.4% and 1.2% in rank-1 accuracy and mAP score, respectively, compared to when
top-k equals 0. Thirdly, we can find from Figure 5(c) that CUHS achieves the best result on the
Market-1501 when top-k equals 45, which gives performance gains of about 1.0% and 0.6% for
rank-1 accuracy and mAP score respectively than top-k equals 0. Fourthly, in Figure 5(d), CUHS
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Table 6. Ablation Study on the BN Stream, Head-Shoulder Stream, IN Stream on the
FG-relD, Market-1501, and DukeMTMC-relD Datasets

Dataset BN Stream HeadjShoulder IN Stream | mAP | Rank-1
Attention Stream
v X X 72.8 | 749
Black Group v N, X 75.4 | 785
v v N 80.1 | 825
v X X 82.7 | 932
White Group v v X 84.6 | 93.8
v v v 885 | 95.5
v X X 86.2 | 944
Market-1501 v v X 87.1 | 955
v v Y, 90.1 | 96.1
N X X 771 | 88.0
DukeMTMC-relD v v X 77.7 | 88.4
v v Y, 80.7 | 89.7

Rank-1 accuracy (%) and mAP score (%) are reported.

Table 7. Comparison of Head-Shoulder Segmentation Layer and Fixed
Head-Shoulder Region

Black Group | White Group
mAP | Rank-1 | mAP | Rank-1
Fixed head-shoulder region 76.5 78.6 85.2 92.3
CUHS (learned head-shoulder region) | 80.1 | 82.5 | 88.5 | 95.5

The experiment is conducted on the FG-reID dataset. ‘Fixed head-shoulder region’ means we
horizontally slice a feature map into three parts and use the first part as the head-shoulder
region. Rank-1 accuracy (%) and mAP score (%) are reported.

Method

achieves the best performance on the DukeMTMC-relD dataset when top-k equals 20, resulting
in improvements of approximately 0.6% and 0.3% in rank-1 accuracy and mAP score, respectively,
compared to when top-k equals 0. The results in Figure 5 have demonstrated the effectiveness of
the attention exploration mechanism, especially for the FG person re-id problem.

Ablation study on the proposed streams. In this part, we investigate the effectiveness of
our proposed streams, i.e., BN stream, head-shoulder stream and IN stream. The experiments are
conducted on the FG-reID, Market-1501, and DukeMTMC-relID datasets, and the results are shown
in Table 6. From the results, we can find that the head-shoulder stream gives mAP scores gains
of 2.6%, 1.9%, 0.9, 0.6% on the black group, white group, Market-1501, and DukeMTMC-relD re-
spectively. Furthermore, the IN stream gives another mAP scores and rank-1 accuracy gains of
4.7% and 4.0%, 3.9% and 1.7%, 3.0% and 0.6%, 3.0% and 1.3% respectively on the black group, white
group, Market-1501, and DukeMTMC-relD. The results in Table 6 have proved the effectiveness of
the proposed streams.

Ablation study on the effectiveness of head-shoulder segmentation layer. The head-
shoulder segmentation layer is proposed for the head-shoulder region localization. We compare
the proposed head-shoulder segmentation layer with the fixed head-shoulder region, as shown in
Table 7. ‘Fixed head-shoulder region’ means we horizontally slice a feature map into three parts
and use the first part as the head-shoulder region. The results show that the head-shoulder seg-
mentation layer could give performance gains of 3.6% mAP and 3.3% mAP on the black group
and white group respectively. Furthermore, we visualize the effectiveness of the head-shoulder

ACM Trans. Multimedia Comput. Commun. Appl., Vol. 19, No. 6, Article 210. Publication date: July 2023.



210:16 B. Xu et al.

Fig. 6. Visualization of the head-shoulder segmentation layer.

Table 8. Comparison of Different Part Features

Black Group | White Group

Method mAP | Rank-1 | mAP | Rank-1
Torso 72.7 77.4 84.8 90.4
Leg 68.8 76.2 82.7 88.8
Head-shoulder (used in CUHS) 79.5 81.8 88.5 95.5
Fused (head-shoulder+torso+leg) | 80.1 | 82.5 88.7 95.8

The experiment is conducted on FG-reID dataset. Rank-1 accuracy (%) and mAP score
(%) are reported.

segmentation layer in Figure 6. The first row shows the original input image, and the second row
shows the results processed by the head-shoulder segmentation layer. The results show that the
head-shoulder segmentation layer is able to localize the head-shoulder region.

Ablation study on the effectiveness of head-shoulder features. To validate the effective-
ness of head-shoulder features, we use the head-shoulder stream structure to extract torso and
leg features and fuse head-shoulder, torso and leg features for comparison. We replace the head-
shoulder segmentation layer with a horizontal division of features into three parts and use the
second and third parts for torso and leg features extraction, respectively. As shown in Table 8,
CUHS outperforms torso and leg features by at least 7.4% mAP and 11.3% mAP on the black group
respectively. Also, head-shoulder features in CUHS also get similar performance to the fused fea-
tures but with only a single branch. The results have validated the effectiveness of head-shoulder
features for solving fine-grained person re-id problems.

Comparisons with different loss functions. We study ablation studies on the effectiveness
of different loss functions, as shown in Table 9. The experiment is conducted on the FG-reID
dataset. We replace L;,jpie; in Equation (14) with Lifted Loss [33], Contrastive Loss [79], Cir-
cle Loss [49], and Instance Loss [78], respectively. The result shows that our method with triplet
loss [15] achieves the best performance, with mAP of 80.1%, 88.5% and rank-1 of 82.5%, 95.5% on
the black group and white group, respectively.

Visualization analysis. Figure 7 shows the attention maps of each stream on FG-relD, Market-
1501 and DukeMTMC-relD datasets calculated by CAM [42]. Row images and attention maps of the
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Method mAP | Rank-1 | mAP | Rank-1
Lifted Loss [33] 73.5 78.8 81.4 93.2
Contrastive Loss [79] | 75.6 80.7 81.9 92.4
Circle Loss [49] 74.3 79.5 79.6 92.7
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Fig. 7. The visualization of the attention maps of each stream on FG-relD, Market-1501, and DukeMTMC-
relD datasets. Row images, attention maps of the BN stream, 15¢ IN branch, and 2"d N branch are shown
from top to bottom.

BN stream, 15! IN branch, and 2? IN branch are shown from top to bottom. From Figure 7 we can
find that the BN stream obtains bigger interesting regions than IN stream, which is corresponding
to the opinion that IN eliminates individual contrast, but diminishes discriminative features at the
same time. However, thanks to the attention exploration mechanism, the 1%/ IN branch and ond
IN branch tend to focus on different semantic regions and complement each other. For example,
in the (a) column of the black group, the BN stream pays attention to the head-shoulder region,
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backpack and shoes. The 1°¢ IN branch only focuses on the backpack but the 2" IN branch tends to
focus on the head and shoes for complementarity. Figure 7 illustrates that the attention exploration
mechanism is able to increase the discrimination of the features extracted by the IN stream, and
enable the IN stream to obtain almost the same interesting regions as the BN stream.

6 CONCLUSION

In this paper, we focus on the fine-grained (FG) person re-id problem and introduce an image-based
FG person re-id dataset. To solve the FG person re-id problem, we propose the color-unrelated head-
shoulder network (CUHS) for exploiting the head-shoulder feature and color-unrelated features.
Furthermore, we design an attention exploration mechanism for solving the problem of inter-class
discrimination reduction in the IN processing. Our method surpasses previous methods on FG-
relD, Market-1501, and DukeMTMC-relID datasets, and is proven to be effective in solving both FG
person re-id and conventional re-id problems.
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